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SUMMARY

There are many different networks we encounter in every day life. Social networks, internet (short

form of interconnected network) and biological networks are some examples. With the enormous amount

of data this is being generated in recent times, the size of these networks have grown substantially. Hence

it is important to develop new models and algorithms for studying networks on a large scale.

This thesis focuses on problems in graph theory that are related to learning and algorithms. We will

explore how to formalise the question “How to learn a graph?” in Chapters 2 and 3. In Chapter 2, we

give the learner the power to query a graph and the objective is to learn the edges (or connections) of

the graph with the least number of queries. In Chapter 3, the learner gets to see some information about

the graph that is generated by some process and the objective is to learn (or approximately learn) the

edges. We consider various models for how the information is given to the algorithm. Finally, in Chapter

4, suppose we observe some dynamic graph at two different times, we ask what changes in the edges

caused the maximum change in the overall structure of the graph. The intuition here is that these changes

correspond to anomalies.

In this thesis, we have built models for various learning and algorithmic questions on graphs. For

each of these models, we pick the quantities of most significance and give algorithms and bounds for

them.

xi



CHAPTER 1

INTRODUCTION

Recent advances in technology has made it easier to collect, store and process data about the world

around us. Interactions among entities in our world play a significant role in the data that is generated.

Hence, it is extremely important to consider these interactions when building models for the data. These

interactions are captured mathematically by graphs (also called networks). As the amount of data

available increases, so does the size of these graphs. This motivates the need to develop new models and

algorithms for handling various problems over graphs.

The basic structure of a graph is a collection of elements and connections between pairs of elements

to denote that those pairs interact with each other in some way. Graphs arise naturally in many different

scenarios. In computer science, graphs can be used to represent a network of communications. The

internet can be thought of as a graph where the elements of the graph are computers and two computers

interact if there is a direct channel of communication between them. In molecular biology, an interactome

is modelled by a graph which captures the whole set of molecular interactions in a particular cell. In a

protein-protein interactome, the elements are proteins and connections represent whether two proteins

interact. In a social network, individuals form the elements and connections may represent whether two

individuals are friends.

Suppose a scientist observes some data and wants to construct a graph from the data. This data may

be a result of experiments run by the scientist or it may be generated by some natural process that the

scientist has no control over. In the former case (studied in Chapter 2), the scientist has the power to

1
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choose experiments to run in order to find the graph. Hence, the question becomes what is the best

experiments to run. In the later case (studied in Chapter 3), the interesting question is what method does

the scientist use to deduce the graph from the data. Now, suppose a scientist used some data and inferred

a graph. It is natural to ask what can the scientist conclude from it. In Chapter 4, we look at the problem

of finding the interactions which are most important for the overall structure.

This thesis considers a theoretical framework for each of these problems. We start by giving a brief

introduction to standard models in theoretical computer science.

1.1 Complexity theory

The P versus NP problem is one of the biggest unsolved problems in computer science. This section

discusses the essence of the problem without many of the technical definitions. A formal treatment of the

problem can be found in (Arora and Barak, 2009).

Turing Machines are models of computation used to define computational complexity problems.

Intuitively, a Turing machine is equivalent to any reasonable model of computation (like a computer or

laptop). Decision problems are problems for which the output is yes or no. The class P contains decision

problems that can be solved by a deterministic Turing machine in time polynomial in the size of the input.

The class NP contains decision problems for which the yes instances of the problem can be verified by

a deterministic Turing machine in time polynomial in the size of the input. When a problem can be

solved by a deterministic Turing machine in time polynomial in the size of the input, it is considered to

be “easy”.

Given a set of integers A with |A| = n, consider the problem of checking whether the total sum of

integers in A is positive or not. This problem is in class P because it is easy to sum all the numbers. Given
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a set of integers A with |A| = n, consider the problem of checking whether there is a subset S ⊆ A such

that the sum of integers in S is equal to zero. If the subset S which is a candidate for summing to zero is

given, it is easy to verify whether that the numbers in S adds up to zero or not. Hence, this problem is in

NP. But it is not clear whether this problem is in P or not. This motivates the general question of whether

a problem that can be verified in polynomial time can be solved in polynomial time. This is the essence

of the P versus NP problem. Formally, the P versus NP problem is the question whether P=NP or P 6=NP?

While the problem is unsolved, it is reasonable to believe that in general, problems in NP can be harder

than problems in P and hence it is conjectured that P 6=NP. The hardest problems in class NP are called

NP-complete problems. If P6=NP, then NP-complete problems can not be solved in polynomial time.

A polynomial time reduction from a decision problem A to a decision problem B is an algorithm

that, on input instance x of problem A, outputs an instance y on problem B in polynomial time, such

that the answer to y is yes if and only if the answer to x is yes. If such a polynomial time reduction

exists from problem A to problem B, it is denoted as A ≤p B. When studying the complexity of a

problem X , if X ≤p Y and Y is in class P then, X is also in class P. On the other hand if X ≤p Y and

Y is NP-complete, then X does not have a polynomial time algorithm assuming P6=NP. These type of

reductions are standard methods in complexity theory to study the computation complexity of a problem.

SAT is the problem of deciding whether a Boolean formula is satisfied. A formula is satisfiable if there

exists an assignment of true or false values to the variables such that the value of the formula becomes

true. SAT is the first problem that was proven to be NP-complete. 3-SAT is the problem of deciding

whether a Boolean formula in 3-conjunctive normal form is satisfiable. 3-SAT is also NP-complete. This

means that if P6=NP, 3-SAT can not be decided in polynomial time. The Exponential Time Hypothesis
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(ETH) introduced in (Impagliazzo and Paturi, 2001) postulates that 3-SAT can not be solved in 2o(n) time

in the worst case. Hence, ETH is a stronger assumption than P 6=NP and leads to stronger lower bounds

for many problems. The unique games conjecture (UGC) introduced in (Khot, 2002) is another standard

assumption that is stronger than P 6=NP. It postulates that finding the approximate value of a certain type

of game is hard.

Optimization problem occur naturally in various scenarios. Given a set of integers A, let X be

problem of finding the maximum value that can be attained by summing the elements of a subset S ⊆ A.

It is possible to get a decision version of the optimization problem X by introducing an extra variable

k. In particular, let X ′ be following the decision problem: given A and k, does there exists a subset

S ⊆ A such that the sum of integers in S is greater than k. It is usually easy to convert an optimization

problem to a decision problem. A polynomial time algorithm for X implies a polynomial time algorithm

for X ′. A simple binary search over the values of k along with a polynomial time algorithm for X ′

implies a polynomial time algorithm for X . Such relationships between optimization problems and the

corresponding decision problems are usually obvious.

1.2 Learning theory

For a formal introduction to learning theory see (Mohri et al., 2012). There are many models to

study the theoretical frameworks for learning. The PAC learning model is arguably the most popular

one for real world scenarios. Looking at what scenarios it captures naturally leads to some of the other

frameworks studied in this thesis.

In 1984, Valiant introduced PAC (Probably Approximately Correct) learning model (Valiant, 1984).

This model captured the essence of what it means to learn from data that is generated by the real world.
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In this model, training examples are generated by a fixed distribution, labeled by a concept and given

to the learner. A concept class is said to be PAC learnable if for any concept in the class, and any

distribution, a learner can produce with probability at least (1− δ), a hypothesis that has at most ε error

on sufficiently large number of future examples drawn from the same distribution where sufficiently large

means polynomial in the relevant parameters. If the learner can produce the hypothesis in polynomial

time in the relevant parameters, then the concept class is said to be efficiently PAC-learnable.

While the PAC-learning model captures most settings where the data is generated by some real world

process, it does not model the ability of the learner to interact with the world and choose the training

data. This gap was filled by active learning models introduced by (Angluin, 1988). In active learning, the

learner has the ability to query an oracle. In Angluin’s model, the learner could ask the oracle to label an

example according to the unknown concept (called membership query) or the learner could ask whether

a proposed concept is the correct one (called equivalence query).

In the online learning scenario, the examples appear one at a time (usually adversarially) and the

learner must produce labels on the spot. This model captures settings where the data is generated over a

large period of time or when the dataset is too large for the learner to store all the previously seen data.

There are various models for the adversary and the amount of power the adversary has determines how

well an algorithm can perform against it.

1.3 Preliminaries

This section starts with some of the basic definitions which may be found in standard textbooks in

graph theory (van Lint et al., 2001), then proceeds to discuss some standard results in complexity of

graph theoretic problems, definitions of problems in query learning of graphs and definition of offline
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and online problems. While the subsequent chapters use the basic definitions and results in this section,

the background and previous work related to the specific models are discussed within the chapters.

A graph is an ordered pair G = (V,E) comprising of a set V of n vertices and a set E of m edges

where each element e ∈ E is a 2-element subset of V . If {u, v} ∈ E, u and v are said to be adjacent to

each other. An edge e is incident on a vertex v if v ∈ e. A weighted graph is a graph together with a

function associating a real number w(e) to each edge e ∈ E. If no such function is provided, the graph is

assumed to be unweighted and all edges are assumed to have unit weight. It will be made clear in each

chapter whether the problem being considered is on weighted or unweighted graphs.

It is possible to define the edge set by 2-tuples of vertices instead of 2-element subsets. However, in

the 2-tuple definition, if (u, v) is an edge, it is interpreted as a directed edge from u to v. This leads to the

definition of a directed graph. It will be made clear in each chapter whether the graph being considered is

directed or undirected.

A path is a sequence of vertices and edges v1, e1, v2, e2, . . . , vk−1, ek−1, vk where ei = {vi, vi+1}

for 1 ≤ i ≤ k − 1 and e1, e2, . . . , ek−1 are distinct elements. A path is called simple if the vertex terms

v1, v2, . . . , vk are distinct. The length of a path is the sum of weights of edges in the path. A cycle

is a path where v1 = vk and all other vertices are distinct. A graph is a path if V = {v1, v2, . . . , vk}

and E = {e1, e2, . . . , ek−1}. A graph is connected, if for any pair of vertices u and v, there is a path

connecting them. An acyclic graph is a graph without any cycle. A tree is a connected acyclic graph.

A leaf is a vertex in a tree with only one edge incident on it. A star graph is a tree where every edge is

incident on a single vertex v0. A path can also be denoted by an ordered sequence of vertices as it is clear

what edges are present between them.
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The distance between two vertices u and v in a graph G is the length of a shortest path connecting u

and v. It is denoted by dG(u, v) or distG(u, v). The subscript G is dropped when clear from context.

A shortest path is always simple. Given a graph G and two vertices, a shortest path between the two

vertices may not be unique. A shortest path between u and v is denoted by u, v. A shortest path between

v1 and vk passes through v2, v3, . . . , vk−1 if v1, e1, v2, e2, . . . , vk−1, ek−1, vk is a shortest path. The vi’s

for 2 ≤ i ≤ k − 1 are said to lie on a shortest path between v1 and vk.

A degree of a vertex in a graph is the number of edges incident on it. A graph has maximum degree

∆ if all its vertices have degree ≤ ∆. A subgraph of a graph G is a graph H such that the vertex set of H

is a subset of vertex set of G and the edge set of H is a subset of edge set of G that contains only edges

e such that both ends of e are in H . The subgraph of G induced by a subset S of vertices of G is the

subgraph whose vertex set is S and whose edges are all the edges of G with both ends in S.

1.3.1 Complexity of graph theoretic problems

Most of the results stated in this subsection can be found in standard textbooks (Papadimitriou and

Steiglitz, 1982; Garey and Johnson, 1990).

Given an undirected unweighted graph G = (V,E), a cut is a partition of V into two disjoint

non-empty subsets. A cut can be denoted by a tuple (S, V \S) for S ⊂ V . The size of a cut (S, V \S) is

the number of edges in G such that one end of the edge lies in S and the other end of the edge lies in

V \S.

Consider the following decision problem. Given a graph G and an integer k, does there exist a cut

of size at most k. Let this problem be MIN-CUT. The Stoer-Wagner algorithm is a polynomial time

algorithm for solving the problem and hence MIN-CUT∈P (Stoer and Wagner, 1997). Let MAX-CUT be
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the following decision problem: Given a graph G and an integer k, does there exist a cut of size at least k.

MAX-CUT is NP-complete. It is surprising that such a small change in the statement of the problem

makes it difficult to solve efficiently.

The vertex cover problem is a classical problem in complexity theory. A vertex cover is a set of

vertices S ⊂ V such that each edge of the graph is incident on at least one vertex in S. The optimization

problem of finding the vertex cover of minimum size is called the minimum vertex cover problem. The

decision version of the problem is called the vertex cover problem and it is NP-complete.

Another classical NP-complete problem in graph theory is the Hamiltonian path problem. A Hamilto-

nian path is a path that visits every vertex in the graph exactly once. The Hamiltonian path problem is the

decision problem of whether there exists a Hamiltonian path in a graph.

Consider the minimum vertex cover problem. If P6=NP, there does not exist a polynomial time

algorithm to find the minimum vertex cover SOPT . However, there exists a polynomial time algorithm

that finds a set SALG such that |SALG|
|SOPT | ≤ 2. Such an algorithm is called an approximation algorithm and

the upper bound 2 on the factor |SALG|
|SOPT | is called the approximation ratio of the algorithm.

If P6=NP, then the minimum vertex cover problem can not be approximated within a factor of 1.3606

(Dinur and Safra, 2005b). If unique games conjecture is true, then 2 is the best possible approximation

ratio for the minimum vertex cover problem (Khot and Regev, 2008b).

1.3.2 Query learning of graphs

Let G = (V,E) be a undirected, unweighted graph such that the vertex set is known and edge set is

not known to the learner. The problem is to find the set E. The learner has access to the graph through an

oracle. Suppose a learner has access to G through a distance oracle, then a learner can query (u, v) and
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receive the distance between u and v in G. The objective of the learner is to find E exactly using the

minimum number of queries to the oracle. This is one of the standard models in query learning of graphs

and is called the graph learning problem with a distance oracle (Mathieu and Zhou, 2013).

Consider the following problem. Let G = (V,E) be a undirected, unweighted graph such that the

vertex set is known and edge set is not known to the learner. Let Ĝ = (V, Ê) be a undirected, unweighted

graph on the same vertex set for which the learner knows both the vertices and edges. Suppose the learner

has access to G through a distance oracle. The objective of the learner is to check whether E = Ê using

the minimum number of queries to the oracle. In other words, the problem is to verify whether G is the

same as Ĝ. This is called the graph verification problem with a distance oracle.

The betweenness oracle returns information about whether a vertex lies on a shortest path between

two other vertices. Chapter 2 gives matching bounds for the query complexity of the graph verification

problem with a betweenness oracle.

1.3.3 Offline and online problems

This subsection motivates offline and online problems by considering the example of the minimum

hitting set problem. A formal introduction to the topic can be found in (Borodin and El-Yaniv, 1998).

The input to the minimum hitting set problem is a tuple (U,S) where U = {u1, . . . , un} is the universe,

and S = {S1, . . . , Sm} is a set of subsets of U . A subset H ⊂ U is called a hitting set if H ∩ Si 6= ∅

for i = 1, . . . ,m. The objective is to find a hitting set of minimum cardinality. The decision version of

the minimum hitting set problem is NP-complete. In the standard version of the minimum hitting set

problem, the input is assumed to be given all at once. This standard version is called the offline minimum

hitting set problem. The online version of the problem is an instance where the input U is given all at
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once but S = {S1, S2, . . . , Sm} arrives one by one. This can be interpreted as the algorithm seeing the

set Si at time i. As the sets arrive one by one, the algorithm has to update the H but it is not allowed

to delete elements from H which were added in the past. A solution to the online hitting set sequence

of sets H1 ⊂ H2 ⊂ · · · ⊂ Hm such that for all 1 ≤ i ≤ m, Hi is a hitting set for the first i constraints.

The competitive ratio for an online algorithm is the approximation ratio achieved by the algorithm. In

other words, it is the worst-case ratio between the cost of solution obtained by the algorithm to the cost

of an optimal solution. For the online hitting set problem, it is the worst-case value of |Hm|
|HOPT | over all the

instances of the problem where Hm is the solution produced by the algorithm for an instance and HOPT

is the optimal solution in hindsight for the instance.

For the online hitting set problem, let the sets Si be produced by an adversary. There are various

models for the adversary like the oblivious adversary and the adaptive adversary. For a deterministic

algorithm, these models are equivalent. But for a randomized algorithm, the competitive ratio may

depend on the adversary model. Both oblivious adversary and adaptive adversary know the algorithm

completely. The adaptive adversary gets to see the randomization of the algorithm at each step before

giving the next Si. Hence, its Si can depend on the random choices made by the algorithm before time i.

The oblivious adversary does not get to see these random choices. An adaptive adversary is stronger and

hence the competitive ratio for the online hitting set problem against an adaptive adversary is at least the

competitive ratio for the online hitting set problem against an oblivious adversary.



CHAPTER 2

NETWORK VERIFICATION WITH BETWEENNESS ORACLE

This chapter was previously published as Graph Verification using a Betweenness Oracle by Mano

Vikash Janardhanan (Janardhanan, 2017).

2.1 Introduction and previous work

Graph learning and graph verification problems arise in various situations. Consider the internet

graph where vertices correspond to routers and edges correspond to physical connections. It is often the

case that one knows the set of vertices in the network (routers) but does not know the edges (physical

connections). To learn the physical connections, one has to use computer network diagnostic tools (such

as traceroute and mtrace) which give information about the shortest paths in the network. Assume one

has access to the internet graph through such an oracle. A natural question to ask is what is the best

way to use the oracle to find the physical connections between the routers. In other words, what is the

minimum number of queries needed to learn the edge set of the graph?

Graph learning and graph verification problems are well-studied problems in the area of graph

algorithms. In both these problems, there is a hidden graph which one has access to through a black-box

oracle. In graph learning problems, the task is to use this oracle to learn the edge set of the graph. Graph

learning problems are also referred to as the graph reconstruction problems. Graph learning problems has

been studied extensively (Alon and Asodi, 2005a; Alon et al., 2004a; Angluin and Chen, 2008a; Beerliova

et al., 2006; Dall’Asta et al., 2006; Hein, 1989; Reyzin and Srivastava, 2007a).

11
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In graph verification problems, one is given another input graph and the task is to verify that the

graph one has access to through an oracle is the same as the input graph. Graph verification problems

have received a lot of attention recently (Beerliova et al., 2006; Erlebach et al., 2006; Kannan et al.,

2015; Mathieu and Zhou, 2013; Reyzin and Srivastava, 2007a). Graph verification problems have many

applications for Internet Service Providers (ISPs). The ISPs have knowledge about the structure of the

network based on past information. And at any point of time, they might wish to verify that there is no

fault in the network. In any internet protocol network, fault detection methods are critical for providing

quality of service guarantees.

Some of the oracles studied in literature include the distance oracle by (Kannan et al., 2015),

layered-graph oracle by (Beerliova et al., 2006), edge detection and edge counting oracle by (Reyzin

and Srivastava, 2007a), etc. Among these, the most natural and well-studied one is the distance oracle

(Erlebach et al., 2006; Kannan et al., 2015; Mathieu and Zhou, 2013; Reyzin and Srivastava, 2007c).

The distance oracle takes as input two vertices and returns the distance between the two vertices. This

oracle nicely captures applications in computational biology. One example in computational biology

is the problem of learning evolutionary trees (Hein, 1989; King et al., 2003; Waterman et al., 1977).

Researchers can obtain the distance between two species in an unknown evolutionary tree. This can

be thought of as making a distance query. But each query requires a lot of research effort. Hence the

objective is to learn the evolutionary tree with the minimum number of queries. In general, for both

graph learning and graph verification problems, we assume that making queries is costly. Hence, we are

concerned with optimizing the worst-case query complexity herein.
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In this paper, we look at the query complexity of the graph verification problem with a betweenness

oracle. The betweenness oracle, introduced by (Abrahamsen et al., 2016), returns whether a given vertex

lies along a shortest path between two other vertices. When the graphs are connected, unweighted,

and have bounded maximum degree ∆, we prove the worst-case query complexity has an upper bound

of n1+o(1). We also prove a lower bound of Ω(n). The betweenness oracle also has many natural

applications in the study of evolutionary trees. For evolutionary trees, the method for calculating

evolutionary distance is error-prone. If we use the betweenness oracle approach, we only need to query

whether one species lies in the shortest path connecting two other species. Such a query is more natural

for evolutionary trees.

Intuitively, the betweenness oracle is expected to be much weaker than the distance oracle. Notice

that a betweenness query can be simulated by three distance queries. Let x, y and z be vertices of a graph

and d(·, ·) denote the distance between two vertices in the graph. Then, d(x, y) + d(y, z) = d(x, z) if

and only if y lies on a shortest path between x and z. Conversely, it is easy to see that in a path graph,

one needs Ω(n) betweenness queries to simulate a single distance query.

For degree-bounded graphs, (Abrahamsen et al., 2016) showed that the graph learning problem with

a betweenness oracle has the same worst-case query complexity as its analogue with a distance oracle.

However, the problem of verifying a graph with a betweenness oracle remained open. In this paper, we

give matching lower and upper bounds for this problem. The main result of (Abrahamsen et al., 2016) is

the following:

Theorem 1. Learning a graph can be done with Õ(n3/2 · ∆4) betweenness queries, where ∆ is the

maximum degree of the graph.
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2.1.1 The problem

The hidden graph to be verified is denoted as G = (V,E). A 2-element subset of vertices {u, v}

is called a non-edge if {u, v} /∈ E. This can be also denoted as {u, v} ∈ NE where NE is the set of

non-edges of G. Similarly, the given graph Ĝ = (V, Ê) has non-edge set N̂E defined in a similar way.

In graph learning problems, we are given an oracle access to G, and the task is to determine E. In

graph verification problems we are given Ĝ and an oracle access to G, and asked to verify that E = Ê.

Given a subset U ⊂ V , G[U ] is the subgraph induced by U . For the rest of the paper, we assume

that the graph is connected, undirected, unweighted and has maximum degree ∆. We have access to G

through a betweenness oracle.

Definition 1. A betweenness query denoted as betG(u, v, w) is true if and only if there exists a shortest

path in G between u and w that passes through v. Often, the subscript will be dropped when G is clear

from context.

We prove matching lower bound and upper bound for the query complexity of the graph verification

problem with a betweenness oracle.

2.2 Lower bound

In this section, we consider an instance of the graph verification problem where the input graph

Ĝ is a caterpillar tree and the hidden graph G is a slight modification of Ĝ. Then, we show that Ω(n)

betweenness queries are required to catch this modification.

Theorem 2. Graph verification requires Ω(n) betweenness queries.
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Proof. Let Ĝ be the caterpillar tree with spine from v1 to vn/2 and one vertex connected to each vertex

in the spine (Figure 1). |Ĝ| = n− 1 and n is an even number. Consider a new graph H obtained from Ĝ

by doing the following (Figure 2):

• Fix some i ∈ [1, n/2− 1]

• Delete the edge between vi and vi+1

• Add an edge between vn/2+i and vi+1

Suppose the hidden graph G is H (Figure 2). The betweenness queries that give away the difference

between Ĝ and H contain vn/2+i as one of its three arguments in betG(·, ·, ·). There are n/2− 1 vertices

of the form vn/2+i and each query can cover at most 3 of them. This gives the desired lower bound.

vn/2

vn/2 − 1

vn/2 − 2

v1

v2

v3

vn/2+1

vn/2+2

vn/2+3

vn/2+n/2−2

vn/2+n/2−1

Figure 1: Representation of Ĝ for Theorem 2 in Chapter 2
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vi−1

vi

vi+1

vi+2 vn/2+i+1

vn/2+i

vn/2+i−1

Figure 2: Representation of H for Theorem 2 in Chapter 2

Observation 1. When the target graph G has maximum degree ∆, graph learning requires Ω(n∆ log n)

betweenness queries. This is because the number of connected graphs with maximum degree ∆ is

Ω(nΩ(∆n)) (McKay and Wormald, 1990). Hence, information theoretically, we get the desired lower

bound.

2.3 Definitions

The full generality of the following definitions are not necessary for this paper. But we do it to

maintain consistency with (Abrahamsen et al., 2016).

Definition 2. Let G = (V,E) and v ∈ V . Let Ni(v) denote the set of vertices that are distance i or

less from v. Let N(v) = N1(v). Hence N(v) is the set that contains v and all its neighbours. When

x, y ∈ V , let δ(x, y) denote the distance between x and y in G.
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Definition 3. Given a graph G = (V,E), a subset X ⊂ V is said to be starshaped with respect to centre

x ∈ X if for all v ∈ X , every shortest path from x to v is entirely contained in X .

Definition 4. Given a graph G = (V,E) and a starshaped set X ⊂ V with centre x ∈ X , a node v ∈ X

is said to be in layer i if δ(x, v) = i. The set of nodes in layer i is denoted L(x)Xi . When X = V , the

superscript is dropped and written as L(x)i.

Definition 5. Given a graph G = (V,E) and a starshaped set X ⊂ V with centre x ∈ X , a subgraph

τ(x)X is a spanning tree with respect to centre x if it is a tree such that for all v ∈ X , τ(x)X contains

a shortest path from x to v. Given a starshaped set X ⊂ V with centre x ∈ X , the subgraph S(x)X

obtained by removing all edges in the same layer L(x)Xi is called the shortest path graph with respect

to centre x.

Definition 6. Given a starshaped set X ⊂ V with centre x ∈ X , if v ∈ L(x)Xi , then u is a parent of v

with respect to centre x if u ∈ N(v) ∩ L(x)Xi−1. This can be written as u ∈ px(v). Note that px(v) is a

set. Given a starshaped set X ⊂ V with centre x ∈ X , if v ∈ L(x)Xi , then u is a child of v with respect

to centre x if u ∈ N(v) ∩ L(x)Xi+1.

Definition 7. The ancestor relation is the transitive closure of the parent relation and the descendant

relation is the transitive closure of the child relation. The set of ancestors of a vertex v with respect to

centre x is denoted Ax(v) and the set of descendants is denoted Dx(v). The subscript is dropped when

the centres x is clear from context.

For Ĝ = (V, Ê), we define δ̂(x, y), N̂i(v), N̂(v), L̂(x)Xi , τ̂(x)X , Ŝ(x)X , p̂x(v), Âx(v) and D̂x(v)

in a similar way.
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2.4 Main result

The main result is Theorem 3 and its proof proceeds in two steps- edge verification and non-edge

verification. The proof relies on some techniques developed earlier for graph verification with a distance

oracle and graph learning with a betweenness oracle. For edge verification, we use some results from

(Abrahamsen et al., 2016). For non-edge verification, we use some results from (Kannan et al., 2015).

These results are stated without proof before being used.

Theorem 3. Let Ĝ be a connected graph with maximum degree ∆. For graph verification using a between-

ness oracle, there is a deterministic algorithm with a query complexity of n1+O
(√

(log logn+log ∆)/ logn
)

.

When ∆ = no(1), this gives us a query complexity of n1+o(1).

When ∆ = no(1), (Kannan et al., 2015) devised a recursive algorithm that does non-edge verification

using n1+o(1) distance queries. To simulate a distance query, we need Ω(n) betweenness queries. Hence,

a brute force generalization of their approach can not give query complexity better than n2+o(1). The

main contributions of this paper are the following:

• Edge verification can be done using O(n∆2) betweenness queries. This is proved in Lemma 5.

• We prove that the recursive approach for non-edge verification developed in (Kannan et al., 2015)

can be implemented using n1+o(1) betweenness queries.

2.4.1 Edge verification

We start by proving a bound on the number of betweenness queries required for edge verification.

Before doing that, we need the following three results (stated without proof) from (Abrahamsen et al.,

2016).
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Lemma 1 ((Abrahamsen et al., 2016)). Every starshaped set X with centre x has a node s ∈ X with the

property ⌈ |X|
3∆

⌉
≤ |D(s)| ≤

⌈ |X|
3

⌉

Further, D(s) and (X −D(s)) ∪ {s} are both starshaped with centres s and x respectively.

Lemma 2 ((Abrahamsen et al., 2016)). Let X ⊂ V be a starshaped set with centre x. One can discover

all edges in G[X] using O(|X|2) betweenness queries.

Lemma 3 ((Abrahamsen et al., 2016)). Given a starshaped set X with centre x, and the shortest path

graph of X , one can decide whether or not there exists an edge between any two nodes u and v in the

hidden graph using O(1) betweenness queries.

For doing edge verification, we start by recursively applying Lemma 1 to partition the edge set of a

spanning tree of Ĝ and then apply Lemma 2 to verify that all edges of the spanning tree of Ĝ is present in

G. Then, we use Lemma 4 to show that G and Ĝ have the same layer structure. After this, we only need

to verify edges within the same layer and edges between adjacent layers. These type of edges require

O(1) query per edge.

Lemma 4 (Layer Structure Verification). Let Ĝ = (V, Ê) be a connected graph. Suppose τ̂(x)V is a

spanning tree of Ĝ with respect to centre x and every edge in τ̂(x)V has been verified to be present in G.

Then, n betweenness queries are sufficient to verify that L(x)Vi = L̂(x)Vi for all i.

Proof. To show L(x)Vi = L̂(x)Vi for i ≤ k, we need to establish there is no edge in G going from L̂(x)Vi

to L̂(x)Vi−s for i ≤ k and s > 1. We prove this by induction on k.
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Query bet(x, p, v) for v ∈ L̂(x)Vk and some p ∈ p̂x(v). Because every edge in τ̂(x)V has been

verified to be present in G, bet(x, p, v) will return false if and only if there is an edge in G from v to

some vertex in L̂(x)Vk−s for s > 1. Hence, it takes |L̂(x)Vk | queries to show there is no edge in G from

L̂(x)Vk to L̂(x)Vi−s for s > 1. Continuing for all layers takes at most n queries.

Lemma 5. Given Ĝ and access to G through a betweenness oracle, verifying all edges of Ĝ are present

in G can be done with O(n∆2) betweenness queries.

Proof. We start by proving that every edge of a spanning tree of Ĝ is present in G. Fix a centre x in Ĝ

and let τ̂(x)V be a spanning tree with respect to centre x. Now, we partition the edge set of τ̂(x)V by

doing the following. Recursively apply Lemma 1 to obtain starshaped sets {S1, S2, . . . , Sh} that satisfy

the following properties:

• k
3∆ ≤ |Si| ≤ k for all i where k = c∆ and c is a constant.

• Every edge of τ̂(x)V is present inside exactly one Si.

In other words, Si’s partition the edge set of τ̂(x)V . Note that the Si’s are sets of vertices that are not

disjoint.

Verifying all edges inside a Si takes O(k2) queries by Lemma 2. The total number of starshaped sets

is h which is at most 3∆n/k. Hence, the total number of queries to verify the edges within every Si is

O(n∆2). Note that we have not verified the shortest path graph as there may be edges from layer i to

layer i+ 1 that are not contained in any starshaped set. However, since every edge of τ̂(x)V is inside

some Si, we have shown that every edge of τ̂(x)V is present in G.
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Using Lemma 4, we get that G has the same layer structure as Ĝ by making at most n queries. Now,

use Lemma 3 to verify all edges in the same layer using O(1) query per edge. Finally, to verify edges

e = (y, z) from layer i to layer i+ 1, that are not contained in τ̂(x)V , note that bet(x, y, z) is true if and

only if e is present in G. This takes 1 query per edge. The total number of such edges is at most n∆.

Hence, we get the desired bound.

2.4.2 Non-edge verification

The algorithm for non-edge verification proceeds as follows. We start with V and split it into cells

U1, U2, . . . , Uk such that every edge in Ĝ is completely contained in some Ui. These Ui’s are called

extended Voronoi cells and will be defined soon. Using Lemma 7, we can verify (with few queries)

that every edge in G is completely contained in some Ui. Then, we can recursively apply the splitting

technique to each Ui.

Given a cell U , the algorithm for splitting U into extended Voronoi cells first selects a set of centres

{a1, a2, . . . , ak} = A ⊆ V using Algorithm 1. Then, it builds Voronoi cells around these centres.

Definition 8. Given A ⊆ V and w ∈ V , the Voronoi cell of w with respect to A is defined as

ĈA(w) = {v ∈ V : δ̂(w, v) < δ̂(A, v)}

We expand the Voronoi cells slightly so that every edge of Ĝ contained in U is completely contained

in one of the extended Voronoi cells produced by splitting U . Note that the extended Voronoi cells are

not disjoint.
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Definition 9. Let A ⊆ V be the set of centres and U ⊆ V . Define for each a ∈ A, its extended Voronoi

cell D̂a ⊆ U as

D̂U
a =

(⋃
{ĈA(b) : b ∈ N̂2(a)} ∪ N̂2(a)

)
∩ U

The superscript U is dropped when clear from context. The following lemma as stated in (Kannan et

al., 2015) guarantees that the splitting done using the centres algorithm does not return too many cells

and the size of each cell goes down significantly compared to the size of U .

Lemma 6. Given a graph Ĝ = (V, Ê), a subset of vertices U ⊆ V , and an integer s ∈ [1, n], Algorithm

1 computes a subset of vertices A ⊆ V such that the following conditions hold:

• The expected size of the set A is at most 2s log n

• For every vertex w ∈ V , we have |ĈA(w) ∩ U | ≤ 4|U |/s

Remark 1. Lemma 6 does not hold for arbitrary graphs. The bounded degree condition is necessary for

its proof to go through. One obvious example where the bounded degree condition is not satisfied and the

conclusion of the lemma is not true is the star graph.

Also note that Algorithm 1 is randomized. (Thorup and Zwick, 2001) showed that it is possible to

derandomize it and the running time is still polynomial.

Now, we can recursively apply this technique for each extended Voronoi cellU ∈ {D̂a1 , D̂a2 , . . . , D̂as}.

When applying the centres algorithm recursively, the following definitions are useful. Each node of the

recursion tree is a subset of V . The root is V and it is in level 1 of the recursion. We use Nk to denote

the set of nodes in level k. Hence N1 = {V }. Let U ∈ Ni be a node in level i. If the centres algorithm
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Function SUBSET-CENTRES(Ĝ, U, s)

A← ∅;

while there exists w ∈ V such that |ĈA(w) ∩ U | > 4|U |/s do

W ← {w ∈ V : |ĈA(w) ∩ U | > 4|U |/s} ;

Add each element of W to A with probability min(s/|W |, 1)

end

return A
Algorithm 1: Finding Centres for a Subset

returns A(U) = {a1, a2, . . . ak} when run on U , then C(U) = {D̂U
a1 , D̂

U
a2 , . . . , D̂

U
ak
} are the children of

U .

Definition 10.

SU{a} = {(a′, p, u) : a′ ∈ N̂2(a), u ∈ U, p ∈ p̂a′(u)}

SUA =
⋃
a∈A

SU{a}

Lemma 7 (Recursion step). Assume that Ê ⊆ E. Let U ∈ Nk and A be the centres returned by the

algorithm on U . If bet(a, u, v) = b̂et(a, u, v) for all (a, u, v) ∈ SUA , then every edge of G contained in

U is contained in some D̂U
ai ∈ C(U).

Proof. Suppose there exists an edge e = (v1, v2) in G that is not completely contained in any of the

C(U). Let v1 ∈ D̂a1 and v2 ∈ D̂a2 . By assumption, v1 /∈ D̂a2 and v2 /∈ D̂a1 .
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If v1 ∈ N̂2(a1), then bet(v1, p, v2) 6= b̂et(v1, p, v2) for p ∈ p̂v1(v2). Hence, v1 /∈ N̂2(a1). By the

same argument, v2 /∈ N̂2(a2). For the rest of the proof, we assume v1 /∈ N̂2(a1) and v2 /∈ N̂2(a2). The

definitions below are also represented in Figure 3.

1. δ̂(a1, v1) = m1

2. δ̂(a1, v2) = m2

3. δ̂(a2, v1) = l1

4. δ̂(a2, v2) = l2

a1

v2

a2

v1

m1 m2

l1 l2

Figure 3: Pictorial representation of the definitions for Lemma 7 in Chapter 2

Let b be a vertex at distance 2 from a2 in the shortest path from a2 to v1. Then, δ̂(b, v1) ≥ δ̂(a1, v1)

because v1 ∈ D̂a1 and v1 /∈ D̂a2 . Hence, we get l1 − 2 ≥ m1. Similarly, m2 − 2 ≥ l2.

We claim that at least one of the following statements is true:
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1. v1 ∈ L̂(a1)k and v2 ∈ L̂(a1)k+s for s > 1.

2. v2 ∈ L̂(a2)k and v1 ∈ L̂(a2)k+s for s > 1.

Suppose the first statement is false. Then, m1 − 1 ≤ m2 ≤ m1 + 1. Using l1 ≥ m1 + 2 and

m2 ≥ l2 + 2, we get that l2 + 3 ≤ l1. Hence, the second statement is true.

If statement i is true, then with ai as centre, vi and vj belong to layers that are far apart in Ĝ (where

i ∈ {1, 2}, j 6= i and j ∈ {1, 2}). But they are close in G because there is an edge between vi and vj .

We exploit this to get a contradiction. Let vi ∈ L̂(ai)
V
k and vj ∈ L̂(ai)

V
k+s for s > 1. Because there

is an edge between vi and vj , vj ∈ L(ai)
V
t for some t ≤ k + 1. Hence, with ai as center, the shortest

path to vj has changed in G. This changes the output of some betweenness query in G. In particular,

if P denotes the set of vertices along a shortest path from ai to vj in Ĝ, bet(ai, pv, v) 6= b̂et(ai, pv, v)

for some v ∈ P and pv ∈ p̂ai(v). This contradicts bet(a, u, v) = b̂et(a, u, v) for all (a, u, v) ∈ SUA

concluding the proof.

Finally, we have all the machinery required to prove the main result. We need Lemma 5 for edge

verification and Lemma 7 for recursion.

Proof of Theorem 3. First we do the edge verification using Lemma 5. For non-edge verification, the

proof follows closely the recursive verification analysis done in (Kannan et al., 2015).

Algorithm 2 is the recursive algorithm for non-edge verification. It starts with U = V and queries

every (u, v, w) ∈ SUA where A is the set of centres returned by the centres algorithm. Then, it repeats

the process for each D̂a. The tree interpretation of the recursion process discussed earlier will be useful
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for the rest of the proof. In Algorithm 2, Q UERY

(
SU{a}

)
means querying every (u, v, w) ∈ SU{a} and Q

UERY(X,Y, Z) means querying every 3-tuple of the form (x, y, z) such that x ∈ X , y ∈ Y and z ∈ Z. If

the queries in Q UERY

(
SU{a}

)
returns the expected result for all a ∈ A(U), by Lemma 7, we conclude that

every edge of G contained in U is contained in some D̂U
ai ∈ C(U). Now, we need to fix the constants in

Algorithm 2 and compute its query complexity.

Procedure VERIFY-SUBGRAPH(Ĝ, U )

if |U | > n0 then

A← SUBSET-CENTRES(Ĝ, U, s)

for a ∈ A do

QUERY
(
SU{a}

)
VERIFY-SUBGRAPH(Ĝ, D̂a)

end

else
QUERY(U,U, U )

end
Algorithm 2: Recursive Verification

Define

k0 =

⌊√
log n

log(log n · 128(∆2 + 1)3)

⌋
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Define s = n1/k0 , n0 = (4(∆2 + 1))k0 . n0 is going to be a threshold on —U—. If the size of |U |

falls below this, we stop the recursion. If |U | > n0, the number of centres returned by the algorithm is

|A(U)| ≤ 2s log n and for any W ∈ C(U), |W | ≤ (∆2 + 1) ·max(4|U |/s, 1). By induction, we get for

any U ∈ Nk, |U | ≤ n(4(∆2 + 1)/s)k−1 for all 1 ≤ k ≤ k0 + 1.

Consider the queries made by the leaf nodes of the tree (i.e. |U | ≤ n0). The depth of the tree is at most

k0+1 . Hence, there are at most (2s log n)k0 leaves. Each leaf node makes at most |U |3 ≤ (4(∆2+1))3k0

queries. Hence, the total number of queries in this step is at most n(log n · 128(∆2 + 1)3)k0 ≤ n1+1/k0 .

Now consider the recursive calls made by non-leaf nodes (i.e. |U | > n0). Here, k ∈ [1, k0].

For a fixed k, there are at most |Nk| = (2s log n)k−1 calls at level k. Each such call takes at most

|A(U)||SU{a}| = (∆2 + 1)∆|A(U)||U | queries where U ∈ Nk. Hence, the total number of queries for a

fixed k is at most ∆ · n1+1/k0(log n · 8(∆2 + 1))k. Summing over k ∈ [1, k0], we find the total number

of queries made by non-leaf nodes is at most 2∆ · n1+1/k0(log n · 8(∆2 + 1))k0 ≤ 2∆ · n1+2/k0 . This

completes the proof.

2.5 Open problems

For the graph learning problem with a distance oracle, there is an upper bound of Õ(n3/2∆4) for

graphs with constant ∆ and the lower bound is Ω̃(n∆). The main open problem is to find an algorithm

with an upper bound of n1+o(1) · f(∆) where f(∆) is some function of ∆. For the graph verification

problem with a distance oracle, there is an upper bound of n1+O
(√

(log logn+log ∆)/ logn
)

and a lower

bound of Ω(n). It would be interesting to find an algorithm where the dependence on ∆ is of the form

Õ(nf(∆)).
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For the betweenness oracle, the state of the art for degree-bounded graphs is almost the same as that

of the distance oracle stated above. The main difference comes from the dependence on ∆. Because

betweenness queries are weaker, the dependence on ∆ becomes worse. But the fact that the weaker query

can get us almost the same upper bound gives motivation for improving the upper bounds for distance

oracle. This paper shows how the partitioning technique developed for the graph verification problem in

(Kannan et al., 2015) is robust enough to be extended to a betweenness oracle. It would be interesting to

see if this technique can be extended to other oracles.



CHAPTER 3

NETWORK RECONSTRUCTION WITH ORDERED CONSTRAINTS

This chapter was previously published as Network Reconstruction with Ordered Constraints by Yi

Huang, Mano Vikash Janardhanan and Lev Reyzin (Huang et al., 2017).

3.1 Introduction

In this paper, we study the problem of recovering a network after observing how information

propagates through the network. Consider how a tweet (through “retweeting” or via other means)

propagates through the Twitter network – we can observe the identities of the people who have retweeted

it and the timestamps when they did so, but may not know, for a fixed user, via whom he got the original

tweet. So we see a chain of users for a given tweet. This chain is semi-ordered in the sense that, each

user retweets from some one before him in the chain, but not necessarily the one directly before him.

Similarly, when a virus such as Ebola spreads, each new patient in an outbreak is infected from some one

who has previously been infected, but it is often not immediately clear from whom.

In a graphical social network model with nodes representing users and edges representing links, an

“outbreak” illustrated above is captured exactly by the concept of an ordered constraint which we will

define formally below. One could hope to be able to learn something about the structure of the network

by observing repeated outbreaks, or a sequence of ordered constraints.

Formally we call our problem Network Construction with Ordered Constraints and define it as

follows. Let V = {v1, . . . , vn} be a set of vertices. An ordered constraint O is an ordering on a subset

29
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of V of size s ≥ 2. The constraint O = (vk1 , . . . , vks) is satisfied if for any 2 ≤ i ≤ s, there exists at

least one 1 ≤ j < i such that the edge e =
{
vkj , vki

}
is included in a solution. Given a collection of

ordered constraints {O1, . . . ,Or}, the task is to construct a set E of edges among the vertices V such

that all the ordered constraints are satisfied and |E| is minimized.

We can see that our newly defined problem resides in a middle ground between path constraints,

which are too rigid to be very interesting, and the well-studied subgraph connectivity constraints (Angluin

et al., 2015; Korach and Stern, 2003; Korach and Stern, 2008), which are more relaxed. The established

subgraph connectivity constraints problem involves getting an arbitrary collection of connectivity con-

straints {S1, . . . , Sr} where each Si ⊂ V and requires vertices in a given constraint to form a connected

induced subgraph; we will occasionally refer to these as unordered or general constraints. The task is

to construct a set E of edges satisfying the connectivity constraints such that |E| is minimized.

We want to point out one key observation relating the ordered constraint to the connectivity constraint

– an ordered constraint O = (vk1 , . . . , vks) is equivalent to s − 1 connectivity constraints S2, . . . , Ss,

where Si = {vk1 , . . . , vki}. We note that this observation plays an important role in several proofs in this

paper which employ previous results on subgraph connectivity constraints – in particular, upper bounds

from the more general case can be used in the ordered case (with some overhead), and our lower bounds

apply to the general problem.

In the offline version of the Network Construction with Ordered Constraints problem, the algorithm

is given all of the constraints all at once; in the online version of the problem, the constraints are given

one by one to the algorithm, and edges must be added to satisfy each new constraint when it is given.

Edges cannot be removed.
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An algorithm is said to be c-competitive if the cost of its solution is less than c times OPT, where

OPT is the best solution in hindsight (c is also called the competitive ratio). When we restrict the

underlying graph in a problem to be a class of graphs, e.g. trees, we mean all the constraints can be

satisfied, in an optimal solution (for the online case, in hindsight), by a graph from that class.

3.1.1 Past Work

In this paper we study the problem of network construction from ordered constraints. This is an

extension of the more general model where constraints come unordered.

For the general problem, Korach and Stern (Korach and Stern, 2003) had some of the initial results,

in particular for the case where the constraints can be optimally satisfied by a tree, they give a polynomial

time algorithm that finds the optimal solution. In subsequent work, in (Korach and Stern, 2008) Korach

and Stern considered this problem for the even more restricted problem where the optimal solution forms

a tree, and all of the connectivity constraints must be satisfied by stars.

Then, Angluin et al. (Angluin et al., 2015) studied the general problem, where there is no restriction

on structure of the optimal solution, in both the offline and online settings. In the offline case, they gave

nearly matching upper and lower bounds on the hardness of approximation for the problem. In the online

case, they give a O(n2/3 log2/3 n)-competitive algorithm against oblivious adversaries; we show that this

bound can be drastically improved in the ordered version of the problem. They also characterized special

classes of graphs, i.e. stars and paths, which we are also able to do herein for the ordered constraint case.

Independently of that work, Chockler et al. (Chockler et al., 2007) also nearly characterized the offline

general case.
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In a different line of work Alon et al. (Alon et al., 2006) explore a wide range of network optimization

problems; one problem they study involves ensuring that a network with fractional edge weights has a

flow of 1 over cuts specified by the constraints. Alon et al. (Alon et al., 2009) also study approximation

algorithms for the Online Set Cover problem which have been shown by Angluin et al. (Angluin et al.,

2015) to have connections with Network Construction problems.

In related areas, Gupta et al. (Gupta et al., 2012) considered a network design problem for pairwise

vertex connectivity constraints. Moulin and Laigret (Moulin and Laigret, 2011) studied network con-

nectivity constraints from an economics perspective. Another motivation for studying this problem is

to discover social networks from observations. This and similar problems have also been studied in the

learning context (Angluin et al., 2010c; Angluin et al., 2010a; Gomez-Rodriguez et al., 2012; Saito et al.,

2008).

Finally, in query learning, the problem of discovering networks from connectivity queries has been

much studied (Alon and Asodi, 2005b; Alon et al., 2004b; Angluin and Chen, 2008b; Beigel et al.,

2001; Grebinski and Kucherov, 1998; Reyzin and Srivastava, 2007b). In active learning of hidden

networks, the object of the algorithm is to learn the network exactly. Our model is similar, except the

algorithm only has the constraints it is given, and the task is to output the cheapest network consistent

with the constraints.

3.1.2 Connection to network inference

This model is also known to have connections to network inference (Angluin et al., 2010b; Reyzin,

2009). Let p(u,v) be the a priori probability of an edge appearing between nodes u and v. If pu,v’s are
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≤ 1/2 and are independent, the maximum likelihood social network given the constraints is a set of

edges E that satisfies all of the constraints and maximises the following quantity

∏
{u,v}∈E

p(u,v)

∏
{u,v}/∈E

(
1− p(u,v)

)
=
∏
{u,v}

(
1− p(u,v)

) ∏
{u,v}∈E

p(u,v)(
1− p(u,v)

)
Taking the logarithm, we want a set of edges E that minimizes the sum

∑
{v,u}∈E

− log

(
p(u,v)(

1− p(u,v)

)).
The assumption that for all u, v, p(u,v) ≤ 1/2 implies that each term, or cost, in the sum is non-negative.

3.1.3 Our results

In Section 3.2, we examine the offline problem, and show that the Network Construction problem

is NP-Hard to approximate within a factor of Ω(log n). A nearly matching upper bound comes from

Theorem 2 of Angluin et al. (Angluin et al., 2015).

In Section 3.3, we study online problem. For problems on n nodes, for r constraints, we give an

O ((log r + log n) log n) competitive algorithm against oblivious adversaries, and an Ω(log n) lower

bound (Section 3.3.1).

Then, for the special cases of stars and paths (Sections 3.3.2 and 3.3.3), we find asymptotic optimal

competitive ratios of 3/2 and 2, respectively. The proof of the latter uses a detailed analysis involving

PQ-trees (Booth and Lueker, 1976). The competitive ratios are asymptotic in n.
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3.2 The offline problem

In this section, we examine the Network Construction with Ordered Constraints problem in the offline

case. We are able to obtain the same lower bound as Angluin et al. (Angluin et al., 2015) in the general

connectivity constraints case.

Theorem 4. If P6=NP, the approximation ratio of the Network Construction with Ordered Constraints

problem is Ω(log n).

Proof. We prove the theorem by reducing from the Hitting Set problem. Let (U,S) be a hitting set

instance, where U = {u1, . . . , un} is the universe, and S = {S1, . . . , Sm} is a set of subsets of U . A

subset H ⊂ U is called a hitting set if H ∩ Si 6= ∅ for i = 1, . . . ,m. The objective of the Hitting Set

problem is to minimize |H|. We know from (Feige, 1998; Raz and Safra, 1997) that the Hitting Set

problem cannot be approximated by any polynomial time algorithm within a ratio of o(log n) unless

P=NP. Here we show that the Network Construction problem is inapproximable better than an O(log n)

factor by first showing that we can construct a corresponding Network Construction instance to any given

Hitting Set instance, and then showing that if there is a polynomial time algorithm that can achieve an

approximation ratio o(log n) to the Network Construction problem, then the Hitting Set problem can

also be approximated within in a ratio of o(log n), which is a contradiction.

We first define a Network Construction instance, corresponding to a given Hitting Set instance (U,S),

with vertex set U ∪W , where W = {w1, . . . , wnc} for some c > 2. Note that we use the elements of the

universe of hitting set instance as a part of the vertex set of Network Construction instance. The ordered

constraints are the union of the following two sets:
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• {(ui, uj)}1≤i<j≤n;

• {(Sk, wl)}Sk∈S,1≤l≤nc ,

where by (Sk, wl) we mean an ordered constraint with all vertices except the last one from a subset Sk of

U , while the last vertex wl is an element in W . The vertices from Sk are ordered arbitrarily.

We note that the first set of ordered constraints forces a complete graph on U , and the second set of

ordering demands that there is at least one edge going out from each Sk connecting each element inW . Let

A be an algorithm solving the Network Construction problem, and let El denote the set of edges added by

A incident to wl. Because of the second set of ordered constraints, the set Hl = {u ∈ U | {u,wl} ∈ El}

is a hitting set of S!

Let H ⊂ U be any optimal solution to the hitting set instance, and denote by OPTH the size of H . It

is easy to see the two sets of ordered constraints can be satisfied by putting a complete graph on U and a

complete bipartite graph between H and W . Hence the optimal solution to the Network Construction

instance satisfies

OPT ≤
(
n

2

)
+ nc OPTH,

where OPT is the minimum number of edges needed to solve the Network Construction instance. Let us

assume that there is a polynomial time approximation algorithm to the Network Construction problem

that adds ALG edges. Without loss of generality we can assume that the algorithm adds no edge among

vertices in W , because any edge within W can be removed without affecting the correctness of the
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solution, which implies that ALG =
(
n
2

)
+
∑nc

l=1 |El|. Now if ALG is o (log n ·OPT), from the fact

that |Hl| = |El|, we get

min
1≤l≤nc

|Hl| ≤
ALG−

(
n
2

)
nc

=
o
(
log n

((
n
2

)
+ nc OPTH

))
−
(
n
2

)
nc

= o (log n ·OPTH) ,

which means by finding the smallest set Hl0 among all the Hls, we get a hitting set that has size within

an o(log n) factor of the optimal solution to the Hitting Set instance, which is a contradiction.

We also observe that the upper bound from the more general problem implies a bound in our ordered

case. We note the upper and lower bounds match when r = poly(n).

Corollary 1 (of Theorem 2 from Angluin et al. (Angluin et al., 2015)). There is a polynomial time

O(log r + log n)-approximation algorithm for the Network Construction with Ordered Constraints

problem on n nodes and r ordered constraints.

Proof. Observing that r ordered constraints imply at most nr unordered constraints on a graph with n

nodes, we can use the O(log nr) upper bound from Angluin et al. (Angluin et al., 2015).

3.3 The online problem

Here, we study the online problem, where constraints come in one at a time, and the algorithm must

satisfy them by adding edges as the constraints arrive.
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3.3.1 Arbitrary graphs

Theorem 5. There is an O ((log r + log n) log n) upper bound for the competitive ratio for the Online

Network Construction with Ordered Constraints problem on n nodes and r ordered constraints against

an oblivious adversary.

Proof. To prove the statement, we first define the Fractional Network Construction problem, which

has been shown by Angluin et al. (Angluin et al., 2015) to have an O(log n)-approximation algorithm.

The upper bound is then obtained by applying a probabilistic rounding scheme to the fractional solution

given by the approximation. The proof heavily relies on arguments developed by Buchbinder and

Naor (Buchbinder and Naor, 2009), and Angluin et al. (Angluin et al., 2015).

In the Fractional Network Construction problem, we are also given a set of vertices and a set

of constraints {S1, . . . , Sr} where each Si is a subset of the vertex set. Our task is to assign weights

we to each edge e so that the maximum flow between each pair of vertices in Si is at least 1. The

optimization problem is to minimize
∑
we. Since subgraph connectivity constraint is equivalent to

requiring a maximum flow of 1 between each pair of vertices with edge weight we ∈ {0, 1}, the fractional

network construction problem is the linear relaxation of the subgraph connectivity problem. Lemma 2 of

Angluin et al. (Angluin et al., 2015) gives an algorithm that multiplicatively updates the edge weights

until all the flow constraints are satisfied. It also shows that the sum of weights given by the algorithm is

upper bounded by O(log n) times the optimum.

As we pointed out in the introduction, an ordered constraintO is equivalent to a sequence of subgraph

connectivity constraints. So in the first step, we feed the r sequences of connectivity constraints, each

one is equivalent to an ordered constraint, to the approximation algorithm to the fractional network
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construction problem and get the edge weights. Then we apply a rounding scheme similar to the one

considered by Buchbinder and Naor (Buchbinder and Naor, 2009) to the weights. For each edge e,

we choose t random variables X(e, i) independently and uniformly from [0, 1], and let the threshold

T (e) = minti=1X(e, i). We add e to the graph if we ≥ T (e).

Since the rounding scheme has no guarantee to produce a feasible solution, the first thing we need to

do is to determine how large t should be to make all the ordered constraints satisfied with high probability.

We note that an ordered constraint Oi = {vi1, vi2, . . . , visi} is satisfied if and only if the (si − 1)

connectivity constraints {vi1, vi2}, . . . , {vi1, . . . , visi−1, visi} are satisfied, which is equivalent, in turn,

to the fact that there is an edge that goes across the ({vi1, . . . , vij−1} , {vij}) cut, for 2 ≤ j ≤ si. For

any fixed cut C, the probability the cut is not crossed equals
∏
e∈C(1 − we)t ≤ exp

(
−t∑e∈C we

)
.

By the max-flow min-cut correspondence, we know that
∑

c∈C we ≥ 1 in the fractional solution given

by the approximation algorithm for all cuts C = ({vi1, . . . , vij−1} , {vij}), 1 ≤ i ≤ r, 2 ≤ j ≤ si, and

hence the probability that there exists at least one unsatisfied Oi is upper bounded by rn exp (−t). So

t = c(log n+ log r), for any c > 1, makes the probability that the rounding scheme fails to produce a

feasible solution approaches 0 as n increases.

Because the probability that e is added equals the probability that at least one X(e, i) is less than

we, and hence is upper bounded by wet, we get the expected number of edges added is upper bounded

by t
∑
we by linearity of expectation. Since the fractional solution is upper bounded by O(log n) times

the optimum of the fractional problem, which is upper bounded by any integral solution, our rounding

scheme gives a solution that is O ((log r + log n) log n) times the optimum.
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Corollary 2. If the number of ordered constraints r = poly(n), then the algorithm above gives an

O
(
(log n)2

)
upper bound for the competitive ratio against an oblivious adversary.

Remark 2. We can generalize Theorem 5 to the weighted version of the Online Network Construction

with Ordered Constraints problem. In the weighted version, each edge e = (u, v) is associated with a

cost ce and the task is to select edges such that the connectivity constraints are satisfied and
∑
cewe is

minimised wherewe ∈ {0, 1} is a variable indicating whether an edge is picked or not and ce is the cost of

the edge. The same approach in the proof of Theorem 5 gives an upper bound of O ((log r + log n) log n)

for the competitive ratio of the weighted version of the Online Network Construction with Ordered

Constraints problem.

For an lower bound for the competitive ratio for the Online Network Construction with Ordered

Constraints problem against an oblivious adversary, we study the Online Permutation Hitting Set

problem defined below: Let k be a positive integer, and let π be a permutation on [k]. Define sets

P iπ = {π(1), π(2), . . . , π(i)} for i = 1, . . . , k,

Definition 11 (Online Permutation Hitting Set). Let π be a permutation on [k] and let
(
P kπ , P

k−1
π , . . . , P 1

π

)
arrive one at a time. A solution to the Online Permutation Hitting Set problem is a sequence of set

H1 ⊂ H2 ⊂ · · · ⊂ Hk such that Hi ∩ P k+1−i
π 6= ∅ for i = 1, . . . , k.

Lemma 8. The expected size of Hk for any algorithm that solves the Online Permutation Hitting Set

problem over the space of all permutations on [k] under the uniform distribution is lower bounded by

hk =
∑k

i=1
1
i .
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Proof. We first show that the lower bound is achieved by a randomized algorithm A0, and then we show

that no other randomized algorithm could do better than A0.

We start by describing A0. Upon seeing P k+1−i
π , A0 sets Hi using the following rule:

Hi =


Hi−1 if Hi−1 ∩ P k+1−i

π 6= ∅

Hi−1 ∪ {a} if Hi−1 ∩ P k+1−i
π = ∅

,

where a is a random point in P k+1−i
π . Let Ei denote the expected size of the final output of A0 on

permutations on [i] for all i = 1, . . . , k. By symmetry, without loss of generality, we assume that A0 add

1 upon receiving P kπ = [k], then we have

Ek = 1 +

k∑
i=1

EiP (π(i) = 1) = 1 +
1

k

k−1∑
i=1

Ei

The first equality is because A0 doesn’t need to add more points until it receives P k−iπ if π(i) = 1,

and the second equality is because that all i has the same probability to be mapped to 1. To show that

Ek = hk, we first verify that the harmonic series satisfies the same recursive relation. In fact, we have

1 +
1

k

k−1∑
i=1

hi =
1

k

k +

k−1∑
i=1

i∑
j=1

1

j

 =
1

k

(
k +

k−1∑
i=1

(k − i) · 1

i

)

=
1

k

(
k +

k−1∑
i=1

(
k · 1

i
− 1

))
=

1

k

(
1 + k

k−1∑
i=1

1

i

)
= hk.

Since E1 = h1 = 1, we have Ek = hk for all k ∈ N+.
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Next, we show that A0 is in fact the best randomized algorithm in expectation. To this end, we need

to show two things:

i. when Hi−1 ∩ P k+1−i
π 6= ∅, adding point(s) is counter-productive;

ii. when Hi−1 ∩ P k+1−i
π = ∅, adding more than one points is counter-productive.

To show i., let us assume that Hi−1 ∩ P k+1−i
π 6= ∅ and j is the smallest integer in 1 ≤ j ≤ k + 1− i

such that π(j) is contained in Hi−1. We show that adding one more point hurts the expectation, and

the proof for adding more than one points follows the same fashion. A0 will wait till P j−1
π and add a

random point from {π(1), π(2), . . . , π(j − 1)}. Hence, A0 does not assign probabilities to any point in

{π(j + 1), . . . , π(k + 1− i)}. We note that adding any point in {π(j + 1), . . . , π(k + 1− i)} wouldn’t

help. Hence, any algorithm that assigns non-zero probabilities to {π(j + 1), . . . , π(k + 1− i)} will do

worse than A0 in expectation.

To show ii., for simplicity, we show that adding two points upon seeing P kπ hurts the expectation, and

the proof for adding more than two points follows the same fashion. We show this by induction assuming

that A0 is the best algorithm in expectation for all i < k. By symmetry, without loss of generality, we

assume that H1 = {1, 2}. We have

E (|Hk||H1 = {1, 2})

= 2 +
(∑

E
(
|Hk||π−1(1) < π−1(2)

))
P
(
π−1(1) < π−1(2)

)
+
(∑

E
(
|Hk||π−1(1) > π−1(2)

))
P
(
π−1(1) > π−1(2)

)
≥ 2 + 2 · 1

2

(
1

k − 1

k−2∑
i=1

Ei

)
= 2 +

1

k − 1

k−2∑
i=1

Ei = 1 + Ek−1 > Ek,
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where the first inequality follows from i. and the inductive hypothesis.

With the help of Lemma 8, we can prove the following lower bound.

Theorem 6. There exists an Ω(log n) lower bound for the competitive ratio for the Online Network

Construction with Ordered Constraints problem against an oblivious adversary.

Proof. The adversary divides the vertex set into two parts U and V , where |U | = √n and |V | = n−√n,

and gives the constraints as follows. First, it forces a complete graph in U by giving the constraint

{ui, uj} for each pair of vertices ui, uj ∈ U . At this stage both the algorithm and optimal solution will

have a clique in U , which costs Θ(n).

Then, for each v ∈ V , first fix a random permutation πv on U and give the ordered constraints

O(v,i) = (πv(1), πv(2), . . . , πv(i), v) for i = 1, . . . ,
√
n.

First note that all these constraints can be satisfied by adding ev = {πv(1), v} for each v ∈ V which

costs Θ(n). However, the adversary gives constraints in the following order:

O(v,
√
n),O(v,

√
n−1), . . . ,O(v,1).

To satisfy O(v,i), any algorithm just need to make sure that at least one point in P iπ is chosen to connect

to v, and hence the algorithm is in fact solving an instance of the Online Permutation Hitting Set problem

on input π at this stage. By Proposition 8, we know that all algorithm solving the Online Permutation
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Hitting Set problem will add Ω (log
√
n) points in expectation, and this shows that any algorithm to the

Online Network Construction with Ordered Constraints problem needs to add Ω(n+ n log n) edges in

expectation in total. This gives us the desired result because OPT = O(n).

Now we study the online problem when it is known that an optimal graph can be a star or a path.

These special cases are challenging in their own right and are often studied in the literature to develop

more general techniques (Angluin et al., 2015).

3.3.2 Stars

Theorem 7. The optimal competitive ratio for the Online Network Construction with Ordered Con-

straints problem when the algorithm knows that the optimal solution forms a star is asymptotically

3/2.

Proof. For the lower bound, we note that the adversary can simply give Oi = (v1, v2, vi) for all

i = 3, . . . , n obliviously for the first n− 2 rounds. Then an algorithm, besides adding {v1, v2} in the first

round, can only choose from adding either {v1, vi} or {v2, vi}, or both in each round. Note that v1 or v2

have to be the center since the first constraint ensures that {v1, v2} is an edge. After the first n−2 rounds,

the adversary counts the number of v1 and v2’s neighbors, and chooses the one with fewer neighbors, say

v1, to be the center by giving the constraints (v1, vi) for all i = 3, . . . , n where no edge (v1, vi) exists.

Since the algorithm has to add at least d(n− 2)/2e edges that are unnecessary in the hindsight, we get

an asymptotic lower bound 3/2.

For the upper bound, assume that either v1 or v2 is the center and the first ordered constraint is O1 is

(v1, v2, . . . ), the algorithm works as follows:
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1. It adds {v1, v2} in the first round.

2. For any constraint (including the first) that starts with v1 and v2, the algorithm always adds edges

of the form (v1, vk) or (v2, vk) where k 6= 1, 2 in such a way that the following two conditions

hold:

• Degree of v1 and degree of v2 differ by at most 1.

• The degree of vk is 1 for k 6= 1, 2

3. Upon seeing a constraint that does not start with v1 and v2, which reveals the center of the star, it

connects the center to all vertices that are not yet connected to the center.

Since the algorithm adds, at most n/2− 1 edges to the wrong center, this gives us an asymptotic upper

bound 3/2, which matches the lower bound.

3.3.3 Paths

In the next two theorems, we give matching lower and upper bounds (in the limit) for path graphs.

Theorem 8. The Online Network Construction with Ordered Constraints problem when the algorithm

knows that the optimal solution forms a path has an asymptotic lower bound of 2 for the competitive

ratio.

Proof. Let us name the vertices v1, v2, v3, . . . , vn. For 3 ≤ i ≤ n, define the pre-degree of a vertex vi

to be the number of neighbors vi has in {v1, v2, v3, . . . , vi−1}. Algorithm 3 below is a simple strategy
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Give ordered constraint O = (v1, v2, v3, . . . , vn) to the algorithm;

for i = 3 to n do

if the pre-degree of vi is at least 2 then

continue;

else

pick a path on {v1, v2, v3, . . . , vi−1} (say Pi) that satisfies all the constraints up to this round (the

existence of Pi follows by induction) and an endpoint u of the path that is not connected to vi,

and give the algorithm the constraint (vi, u);

end if

end for
Algorithm 3: Forcing pre-degree to be at least 2

the adversary can take to force v3, . . . , vn to all have pre-degree at least 2. Since any algorithm will add

at least 2n− 3 edges, this gives an asymptotic lower bound of 2.

Suppose Pi was the path picked in round i (i.e. Pi satisfies all constraints up to round i). Then, Pi

along with the edge (vi, u) is a path that satisfies all constraints up to round i+ 1. Hence by induction,

for all i, there is a path that satisfies all constraints given by the adversary up to round i.
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Theorem 9. The competitive ratio for the Online Network Construction with Ordered Constraints

problem when the algorithm knows that the optimal solution forms a path has an asymptotic upper bound

of 2.

Proof. For our algorithm matching the upper bound, we use the PQ-trees, introduced by Booth and

Lueker (Booth and Lueker, 1976), which keep track all consistent permutations of vertices given

contiguous intervals of vertices, since vertices in any ordered constraint form a contiguous interval if the

underlying graph is a path. Our analysis is based on ideas from Angluin et al. (Angluin et al., 2015), who

also use PQ-trees for analyzing the general problem.1

A PQ-tree is a tree whose leaf nodes are the vertices and each internal node is either a p-node or a

q-node.

• A p-node has two or more children of any type. The children of a p-node form a contiguous

interval that can be in any order.

• A q-node has three or more children of any type. The children of a q-node form a contiguous

interval, but can only be in the given order or its reverse.

Every time a new interval constraint comes, the tree updates itself by identifying any of the eleven

patterns, P0, P1,. . . , P6, and Q0, Q1, Q2, Q3, of the arrangement of nodes and replacing it with each

correspondent replacement. The update fails when it cannot identify any of the patterns, in which case

1Angluin et al. (Angluin et al., 2015) have a small error in their argument because their potential function fails
to explicitly consider the number of p-nodes, which creates a problem for some of the PQ-tree updates. We fix this,
without affecting their asymptotic bound. For the ordered constraints case, we are also able to obtain a much finer
analysis.
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the contiguous intervals fail to produce any consistent permutation. We refer readers to Section 2 of

Booth and Lueker (Booth and Lueker, 1976) for a more detailed description of PQ-trees.

Pattern Replacement

P2 vk

vk

P3

P4(1)
vk

vk

P4(2)
vk

vk

P5

P6(1)
vk

vk

P6(2)
vk

vk

Q2
vk

vk
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TABLE I: Specific patterns and replacements that appear through the algorithm. P4(1) denotes the case of

P4 where the top p-node is retained in the replacement and P4(2) denotes the case where the top p-node

is deleted. The same is true for P6. P0, P1, Q0, and Q1 are just relabelling rules, and we have omitted

them because no edges need to be added. We use the same shapes to represent p-nodes, q-nodes, and

subtrees as in Booth and Lueker’s paper for easy reference, and we use diamonds to represent leaf nodes.

The reason we can use a PQ-tree to guide our algorithm is because of an observation made in

Section 3.1 that each ordered constraint (v1, v2, v3, . . . , vk−1, vk) is equivalent to k − 1 connectivity

constraints S2, . . . , Sk, where Si = {v1, . . . , vi}. Note that each connectivity constraint corresponds to

an interval in the underlying graph. So upon seeing one ordered constraints, we reduce the PQ-tree with

the equivalent interval constraints, in order. Then what our algorithm does is simply to add edge(s) to the

graph every time a pattern is identified and replaced with its replacement, so that the graph satisfies all

the seen constraints. Note that to reduce the PQ-tree with one interval constraint, there may be multiple

patterns identified and hence multiple edges may be added.

Before running into details of how the patterns determine which edge(s) to add, we note that, without

loss of generality, we can assume that the algorithm is in either one of the following two stages.

• The PQ-tree is about to be reduced with {v1, v2}.

• The PQ-tree is about to be reduced with {v1, . . . , vk}, when the reductions with {v1, v2} · · · , {v1, . . . , vk−1}

have been done.
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Because of the structure of constraints discussed above, we do not encounter all PQ-tree patterns

in their full generality, but in the special forms demonstrated in Table I. Based on this, we make three

important observations which can be verified by carefully examining how a PQ-tree evolves along with

our algorithm.

1. The only p-node that can have more than two children is the root.

2. At least one of the two children of a non-root p-node is a leaf node.

3. For all q-nodes, there must be at least one leaf node in any two adjacent children. Hence, Q3

doesn’t appear.

Now we describe how the edges are going to be added. Note that a PQ-tree inherently learns edges

that appear in the optimum solution even when those edges are not forced by constraints. Apart from

adding edges that are necessary to satisfy the constraints, our algorithm will also add any edge that the

PQ-tree inherently learns. For all the patterns except Q2 such that a leaf node vk is about to be added as

a child to a different node, we can add one edge joining vk to vk−1. For all such patterns except Q2, it

is obvious that this would satisfy the current constraint and all inherently learnt edges are also added.

For Q2, the PQ-tree could learn two edges. The first edge is (vk, vk−1). The second one is an edge

between the leftmost subtree of the daughter q-node (call Tl) and the node to its left (call vl). Based on

Observation 3, vl is a leaf. But based on the algorithm, one of these two edges is already added. Hence,

we only need to add one edge when Q2 is applied. For P5, we add the edge as shown in Table I.
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∑
p∈P c(p) |P | |Q| −∆Φ number of edges added

P2 1 1 0 −a− b 1

P3 −2 −1 1 2a+ b− c 0

P4(1) −1 0 0 a 1

P4(2) −2 −1 0 2a+ b 1

P5 −2 −1 0 2a+ b 1

P6(1) −1 0 −1 a+ c 1

P6(2) −2 −1 −1 2a+ b+ c 1

Q2 0 0 −1 c 1

Q3 0 0 −2 2c 1

TABLE II: How the terms in the potential function:
∑

p∈P c(p), |P |, and |Q| change according to the

updates.

Let us denote by P and Q the sets of p-nodes and q-nodes, respectively, and by c(p) the number of

children node p has. And let potential function φ of a tree T be defined as

φ(T ) = a
∑
p∈P

c(p) + b|P |+ c|Q|,

where a, b, and c are coefficients to be determined later.

We want to upper bound the number of edges added for each pattern by the drop of potential function.

We collect the change in the three terms in the potential function that each replacement causes in Table II,
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and we can solve a simple linear system to get that choosing a = 2, b = −3, and c = 1 is sufficient. For

ease of analysis, we add a dummy vertex vn+1 that does not appear in any constraint. Now, the potential

function starts at 2n− 1 (a single p-node with n+ 1 children) and decreases to 2 when a path is uniquely

determined. Hence, the number of edges added by the algorithm is 2n − 3, which gives the desired

asymptotic upper bound.



CHAPTER 4

DETECTING NETWORK ANOMALIES VIA NON-LOCAL CURVATURES

This chapter is based on the preprint How did the shape of your network change? (On detecting

anomalies in static and dynamic networks via change of non-local curvatures) by DasGupta, Bhaskar and

Janardhanan, Mano Vikash and Yahyanejad, Farzaneh (DasGupta et al., 2018).

4.1 Introduction

Useful insights for many complex systems are often obtained by representing them as networks

and analyzing them using graph-theoretic and combinatorial algorithmic tools (DasGupta and Liang,

2016; Newman, 2010; Albert and l. Barabási, 2002). In principle, we can classify these networks into

two major classes:

. Static networks that model the corresponding system by one fixed network. Examples of such

networks include biological signal transduction networks without node dynamics, and most social

networks.

. Dynamic networks where elementary components of the network (such as nodes or edges) are

added and/or removed as the network evolves over time. Examples of such networks include

biological signal transduction networks with node dynamics, causal networks reconstructed from

DNA microarray time-series data, biochemical reaction networks and dynamic social networks.

Typically, such networks may have so-called critical (elementary) components whose presence or

absence alters some significant non-trivial non-local property of these networks. For example:

52
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. For a static network, there is a rich history in finding various types of critical components dating

back to quantifications of fault-tolerance or redundancy in electronic circuits or routing networks.

Recent examples of practical application of determining critical and non-critical components in the

context of systems biology include quantifying redundancies in biological networks (Kolb and

Whishaw, 1996; Tononi et al., 1999; Albert et al., 2011) and confirming the existence of central

influential neighborhoods in biological networks (Albert et al., 2014).

. For a dynamic network, critical components may correspond to a set of nodes or edges whose addi-

tion and/or removal between two time steps alters a significant topological property of the network.

Popularly also known as the anomaly detection or change-point detection (Aminikhanghahi and

Cook, 2017; Kawahara and Sugiyama, 2009) problem, these types of problems have been studied

over the last several decades in data mining, statistics and computer science mostly in the context

of time series data with applications to areas such as medical condition monitoring (Yang et al.,

2006; Bosc et al., 2003), weather change detection (Ducre-Robitaille et al., 2003; Reeves et al.,

2007) and speech recognition (Chowdhury et al., 2011; Rybach et al., 2009).

In this paper we seek to address research questions of the following generic nature:

“Given a static or dynamic network, identify the critical components of the network that

“encode” significant non-trivial global properties of the network”.

To identify critical components, one first needs to provide details for following four specific items:

(i) network model selection,

(ii) network evolution rule for dynamic networks,
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(iii) definition of elementary critical components, and

(iv) network property selection (i.e., the global properties of the network to be investigated).

The specific details for these items for this paper are as follows:

(i) Network model selection: Our network model will be undirected graphs.

(ii) Network evolution rule for dynamic networks: Our dynamic networks follow the time series

model and are given as a sequence of networks over discrete time steps, where each network is

obtained from the previous one in the sequence by adding and/or deleting some nodes and/or edges.

(iii) Critical component definition: Individual edges are elementary members of critical compo-

nents.

(iv) Network property selection: The network measure for this paper will be appropriate notions

of “network curvature”. More specifically, we will use (a) Gromov-hyperbolic combinatorial

curvature based on the properties of exact and approximate geodesics distributions and higher-

order connectivities and (b) geometric curvatures based on identifying network motifs with

geometric complexes (“geometric motifs” in systems biology jargon) and then using Forman’s

combinatorializations.

4.1.1 Some basic definitions and notations

For an undirected unweighted graph G = (V,E) of n nodes v1, . . . , vn, the following notations

related to G are used throughout:

I vi1 ↔ vi2 ↔ vi3 ↔ · · · ↔ vik−1
↔ vik denotes a path of length k − 1 consisting of the edges

{vi1 , vi2}, {vi2 , vi3}, . . . ,
{
vik−1

, vik
}

.
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I u, v and distG(u, v) denote a shortest path and the distance (i.e., number of edges in u, v) between

nodes u and v, respectively.

I diam(G) = maxvi,vj {distG(vi, vj)} denotes the diameter of G.

I G \ E′ denotes the graph obtained from G by removing the edges in E′ from E.

A ε-approximate solution (or simply an ε-approximation) of a minimization (resp., maximization)

problem is a solution with an objective value no larger than (resp., no smaller than) ε times (resp., 1/ε

times) the value of the optimum; an algorithm of performance or approximation ratio ε produces an

ε-approximate solution. A problem is ε-inapproximable under a certain complexity-theoretic assumption

means that the problem does not admit a polynomial-time ε-approximation algorithm assuming that

the complexity-theoretic assumption is true. We will also use other standard definitions from structural

complexity theory as readily available in any graduate level textbook on algorithms such as (Vazirani,

2001).

4.1.2 Why use network curvature measures?

Prior researchers have proposed and evaluated a number of established network measures such

as degree-based measures (e.g., degree distribution), connectivity-based measures (e.g., clustering

coefficient), geodesic-based measures (e.g., betweenness centrality) and other more novel network

measures (Colizza et al., 2006; Latora and Marchior, 2007; Albert et al., 2011; Bassett et al., 2011) for

analyzing networks. The network measures considered in this paper are “appropriate notions” of network

curvatures. As provably demonstrated in published research works such as (Albert et al., 2014; Weber

et al., 2016a; Weber et al., 2016b; Samal et al., 2018), these network curvature measures saliently

encode non-trivial higher-order correlation among nodes and edges that cannot be obtained by other
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popular network measures. Some important characteristics of these curvature measures that we consider

are (Albert et al., 2014, Section (III))(Jonckheerea et al., 2011):

I These curvature measures depend on non-trivial global network properties, as opposed to measures

such as degree distributions or clustering coefficients that are local in nature or dense subgraphs

that use only pairwise correlations.

I These curvature measures can mostly be computed efficiently in polynomial time, as opposed to

measures such as community decompositions, cliques or densest-k-subgraphs.

I When applied to real-world biological and social networks, these curvature measures can explain

many phenomena one frequently encounters in real network applications that are not easily

explained by other measures such as:

I paths mediating up- or down-regulation of a target node starting from the same regulator

node in biological regulatory networks often have many small crosstalk paths, and

I existence of congestions in a node that is not a hub in traffic networks.

Further details about the suitability of our curvature measures for real biological or social networks

are provided in Section 4.2.1.1 for Gromov-hyperbolic curvature and Section 4.2.2.3 for geometric

curvatures.

Curvatures are very natural measures of anomaly of higher dimensional objects in mainstream physics

and mathematics (Bridson and Haefliger, 1999; Berger, 2012). However, networks are discrete objects

that do not necessarily have an associated natural geometric embedding. Our paper seeks to adapt the

definition of curvature from the non-network domains in a suitable way for detecting network anomalies.



57

For example, in networks with sufficiently small Gromov-hyperbolicity and sufficiently large diameter a

suitably small subset of nodes or edges can be removed to stretch the geodesics between two distinct parts

of the network by an exponential amount leading to extreme implications on the expansion properties

of such networks (Benjamini, 1998; DasGupta et al., 2018), which is akin to the characterization of

singularities (an extreme anomaly) by geodesic incompleteness (i.e., stretching all geodesics passing

through the region infinitely) (Hawking and Penrose, 1996). It is our hope that research works in this

paper will stimulate further research concerning the exciting interplay between curvatures from network

and non-network domains, a much desired goal in our opinion.

4.1.2.1 Scalar vs. vector curvature

In this paper, we consider a scalar curvature measure C
def
= C(G) : G→ R. The standard Gromov-

hyperbolic curvature measure is always a scalar value. Geometric curvatures however could also be

defined by a vector by looking at local curvatures at all elementary components (e.g., nodes or edges) of

a network, and defining the overall curvature as a vector of these values. We leave algorithmic analysis

of such geometric vector curvatures, which seems to require considerably different combinatorial and

optimization tools, for future research. Both scalar and vector versions of curvatures are used in physics

and mathematics to study higher-dimensional objects with their own pros and cons. For example, for a

two-dimensional curve, the standard curvature as defined by Cauchy is a scalar curvature whereas the

normal vector used in the study of differential geometry of curves is a vector curvature. Even though a

casual glance may seem to suggest that the scalar curvature is a weak concept with inadequate influence

on the global geometry of the higher-dimensional object that is being studied, there exists non-trivial
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results (e.g., the positive mass theorem of Schoen, Yau and Witten) that suggest that this may not be the

case.

4.1.3 Why only the edge-deletion model?

In this paper we add or delete edges from a network while keeping the node set the same. This

scenario captures a wide variety of applications such as inducing desired outcomes in disease-related

biological networks via gene knockout (Saadatpour et al., 2011; Zanudo and Albert, 2015), inference

of minimal biological networks from indirect experimental evidences or gene perturbation data (Albert

et al., 2007; Albert et al., 2008; Wagner, 2002), and finding influential nodes in social and biological

networks (Albert et al., 2011), to name a few. However, the node addition/deletion model or a mixture of

node/edge addition/deletion model is also significant in many other applications. Although some of our

complexity results can be easily extended for bounded-degree graphs to the node deletion model, we do

not outline these generalizations here but leave it as a separate future research topic.

4.1.4 Two examples in which curvature measures detect anomaly where other simpler measures do not

It is obviously practically impossible to compare our curvatures measures for anomaly detection with

respect to every possible other network measure that has been used in prior research works. However,

we do still provide two illustrative examples of comparing our curvature measures to the well-known

densest subgraph measure which is defined as follows. Given a graph G = (V,E), the densest subgraph

measure find a subgraph (S,ES) induced by a subset of nodes ∅ ⊂ S ⊆ V that maximizes the ratio

(density) ρ(S)
def
= |ES |

|S| . Let ρ(G)
def
= max∅⊂S⊆V {ρ(S)} denote the density of a densest subgraph of G.

An efficient polynomial time algorithm to compute ρ(G) using a max-flow technique was first provided
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by Goldberg (Goldberg, 1984). We urge the readers to review the definitions of the relevant curvature

measures (in Section 4.2) and the anomaly detection problems (in Section 4.3) in case of any confusion

regarding the examples we provide.

4.1.4.1 Extremal anomaly detection for a static network

Consider the extremal anomaly detection problem (Problem Eadp in Section 4.3.1) for a network

G = (V,E) of 10 nodes and 20 edges as shown in Fig. 4 using the geometric curvature C2
3 as defined

by Equation (Equation 4.1). It can be easily verified that C2
3(G) = 6 and ρ(G) = 9/4. Let Ẽ = E and

suppose that we set our targeted decrease of the curvature or density value to be 75% of the original

value, i.e., we set γ = 3/4× C2
3(G) = 9/2 for the geometric curvature measure and γ = 3/4× ρ(G) =

27/16 for the densest subgraph measure. It is easily verified that C2
3(G \ {e1}) = 0, thus showing

OPTEadpC23

(G, Ẽ, γ) = 1. However, many more than just one edge will need to be deleted from G to

bring down the value of ρ(G) to 27/16.

Figure 4: Toy example of extremal anomaly detection discussed in Section 4.1.4.1.
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4.1.4.2 Targeted anomaly detection for a dynamic biological network

x1x1x1 x2x2x2 x3x3x3 x4x4x4
t = 2t = 2t = 2
δ = 0δ = 0δ = 0 G2G2G2

x1x1x1 x2x2x2 x3x3x3 x4x4x4
t = 3t = 3t = 3
δ = 1δ = 1δ = 1 G1G1G1

x1(0) = x2(0) = x3(0) = x4(0) = 0x1(0) = x2(0) = x3(0) = x4(0) = 0x1(0) = x2(0) = x3(0) = x4(0) = 0

∀ t = 0, 1, 2, . . . . . .∀ t = 0, 1, 2, . . . . . .∀ t = 0, 1, 2, . . . . . .

x2(t + 1) = x2(t) + 0.8x1(t)x2(t + 1) = x2(t) + 0.8x1(t)x2(t + 1) = x2(t) + 0.8x1(t)

x3(t + 1) = x3(t) + 0.8x2(t)x3(t + 1) = x3(t) + 0.8x2(t)x3(t + 1) = x3(t) + 0.8x2(t)

x4(t + 1) = x4(t) + 0.8x3(t)x4(t + 1) = x4(t) + 0.8x3(t)x4(t + 1) = x4(t) + 0.8x3(t)

+
0.4x1(t)

1 + e−3.66 t+11
+

0.4x1(t)

1 + e−3.66 t+11+
0.4x1(t)

1 + e−3.66 t+11

microarray output

> 0.60 ⇒> 0.60 ⇒> 0.60 ⇒ ON (1)

< 0.55 ⇒< 0.55 ⇒< 0.55 ⇒ OFF (0)

δ =δ =δ = value of Gromov curvature

ttt . . .. . .. . . 222 333 . . .. . .. . .

x1(t)x1(t)x1(t) . . .. . .. . . 1.001.001.00 1.001.001.00 . . .. . .. . .

x2(t)x2(t)x2(t) . . .. . .. . . 0.800.800.80 0.800.800.80 . . .. . .. . .

x3(t)x3(t)x3(t) . . .. . .. . . 0.640.640.64 0.640.640.64 . . .. . .. . .

x4(t)x4(t)x4(t) . . .. . .. . . 0.520.520.52 0.900.900.90 . . .. . .. . .

Figure 5: Toy example of targeted anomaly detection discussed in Section 4.1.4.2.

Consider the targeted anomaly detection problem (Problem Tadp in Section 4.3.2) for a dynamic

biological network of 4 variables x1, x2, x3, x4 as shown in Fig. 5, where x1 affects x4 with a delay, using

the Gromov-hyperbolic curvature (Definition 12). Suppose that the network inference from microarray

data is done by incorporating a time delay of two in the hitting-set approach of Krupa (Jarrah et al., 2007).

It can be easily verified that CGromov(G1) = ρ(G1) = 1, CGromov(G2) = 0, and ρ(G2) = 1/2. Since

CGromov(G1 \ {x1, x4}) = 0 it follows that OPTTadpCGromov

(G1, G2) = 1; however, 2 edges will need

to be deleted from G1 to bring down the value of ρ(G1) to ρ(G2).
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4.1.5 Algebraic approaches for anomaly detection

In contrast to the combinatorial/geometric graph-property based approach investigated in this paper

and elsewhere, an alternate approach for anomaly detection is the algebraic tensor-decomposition

based approach studied in the contexts of dynamic social networks (Sun et al., 2006) and pathway

reconstructions in cellular systems and microarray data integration from several sources (Alter and Golub,

2005; Omberg et al., 2007). This approach is quite different from the ones studied in this paper with its

own pros and cons.

4.1.6 Remarks on the organization of our proofs

Many of our proofs in Sections 4.4–4.5 are long, complicated and/or involve tedious calculations.

For easier understanding and to make the paper more readable, when appropriate we have included a

subsection generically titled “Proof techniques and relevant comments regarding Theorem . . . . . . ” before

providing the actual detailed proofs. The reader is cautioned however that these brief subsections are

meant to provide some general idea and subtle points behind the proofs and should not be considered as

a substitution for more formal proofs.

4.2 Two notions of graph curvature

For this paper, a curvature for a graph G is a scalar-valued function C
def
= C(G) : G→ R. There are

several ways in which network curvature can be defined depending on the type of global properties the

measure is desired to affect; in this paper we consider two such definitions as described subsequently.

4.2.1 Gromov-hyperbolic curvature

This measure for a metric space was first suggested by Gromov in a group theoretic context (Gromov,

1987). The measure was first defined for infinite continuous metric space (Bridson and Haefliger, 1999),
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but was later also adopted for finite graphs. Usually the measure is defined via geodesic triangles as

stated in Definition 12. For this definition, it would be useful to consider the given graph G as a metric

graph, i.e., we identify (by an isometry) any edge {u, v} ∈ E with the real interval [0, 1] and thus any

point in the interior of the edge {u, v} can also be thought as a (virtual) node of G. Define a geodesic

triangle ∆u,v,w to be an ordered triple of three shortest paths (u, v, u,w and v, w) for the three nodes

u, v, w in G.

Definition 12 (Gromov-hyperbolic curvature measure via geodesic triangles). For a geodesic trian-

gle ∆u,v,w, let CGromov(∆u,v,w) be the minimum number such that u, v lies in a CGromov(∆u,v,w)-

neighborhood of u,w ∪ v, w, i.e., for every node x on u, v, there exists a node y on u,w or v, w such

that distG(x, y) ≤ CGromov(∆u,v,w). Then the graph G has a Gromov-hyperbolic curvature (or Gromov

hyperbolicity) of CGromov
def
= CGromov(G) where CGromov(G) = min

u,v,w∈V
{CGromov(∆u,v,w)}.

An infinite collection G of graphs belongs to the class of CGromov-Gromov-hyperbolic graphs if

and only if any graph G ∈ G has a Gromov-hyperbolic curvature of CGromov. Informally, any infinite

metric space has a finite value of CGromov if it behaves metrically in the large scale as a negatively curved

Riemannian manifold, and thus the value of CGromov can be related to the standard scalar curvature of a

hyperbolic manifold. For example, a simply connected complete Riemannian manifold whose sectional

curvature is below α < 0 has a value of CGromov = O
(√−α ) (see (Roe, 1996)). This is a major

justification of using CGromov as a notion of curvature of any metric space.

For an n-node graph G, CGromov(G) and a 2-approximation of CGromov(G) can be computed in

O
(
n3.69

)
and in O

(
n2.69

)
time, respectively (Fournier et al., 2015). It is easy to see that if G is a

tree then CGromov(G) = 0. Other examples of graph classes for which CGromov(G) is a small constant
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include chordal graphs, cactus of cliques, AT-free graphs, link graphs of simple polygons, and any class

of graphs with a fixed diameter. A small value of Gromov-hyperbolicity is often crucial for algorithmic

designs; for example, several routing-related problems or the diameter estimation problem become easier

for networks with small CGromov values (Chepoi and Estellon, 2007; Chepoi et al., 2008; Chepoi et al.,

2012; Gavoille and Ly., 2005). There are many well-known measures of curvature of a continuous surface

or other similar spaces (e.g., curvature of a manifold) that are widely used in many branches of physics

and mathematics. It is possible to relate Gromov-hyperbolic curvature to such other curvature notions

indirectly via its scaled version, e.g., see (Jonckheere et al., 2007; Narayan and Saniee, 2011; Jonckheere

et al., 2011).

4.2.1.1 Is Gromov-hyperbolic curvature a suitable statistically significant measure for real-world networks ?

Recently, there has been a surge of empirical works measuring and analyzing the Gromov curvature

CGromov of networks, and many real-world networks (e.g., preferential attachment networks, networks

of high power transceivers in a wireless sensor network, communication networks at the IP layer

and at other levels) were observed to have a small constant value of CGromov (Narayan and Saniee,

2011; Papadopoulos et al., 2010; Jonckheere and Lohsoonthorn, 2004; Jonckheere et al., 2007; Ariaei

et al., 2008). The authors in (Albert et al., 2014) analyzed 11 well-known biological networks and 9

well-known social networks for their CGromov values and found all but one network had a statistically

significant small value of CGromov. These references also describe implications of range of CGromov

on the actual real-world applications of these networks. As mentioned in the following subsection,
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the Gromov-hyperbolicity measure is fundamentally different from the commonly used topological

properties for a graph.

4.2.1.2 Some clarifying remarks regarding Gromov-hyperbolicity measure

As pointed out in details by the authors in (DasGupta et al., 2018, Section 1.2.1), the Gromov-

hyperbolicity measure CGromov enjoys many non-trivial topological characteristics. In particular, the

authors in (DasGupta et al., 2018, Section 1.2.1) point out the following:

. CGromov is not a hereditary or monotone property.

. CGromov is not necessarily the same as tree-width measure (see also (de Montgolfier et al., 2011;

Albert et al., 2014)), or other standard combinatorial properties (e.g., betweenness centrality,

clustering coefficient, dense sub-graphs) that are commonly used in the computer science literature.

. “Close to hyperbolic topology” is not necessarily the same as “close to tree topology”.

4.2.2 Geometric curvatures

In this section, we describe generic geometric curvatures of graphs by using correspondence with

topological objects in higher dimension.

4.2.2.1 Some basic topological concepts

We first review some basic concepts from topology; see introductory textbooks such as (Henle,

1994; Gamelin and Greene, 1999) for further information. Although not necessary, the reader may find it

useful to think of the underlying metric space as the r-dimensional real space Rr be for some integer

r > 1.
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I A subset S ⊆ Rr is convex if and only if for any x, y ∈ S, the convex combination of x and y is

also in S.

I A set of k + 1 points x0, . . . , xk ∈ Rr are called affinely independent if and only if for all

α0, . . . , αk ∈ R
∑k

j=0 αjxj = 0 and
∑k

j=0 αj = 0 implies α0 = · · · = αk = 0.

I The k-simplex generated by a set of k + 1 affinely independent points x0, . . . , xk ∈ Rr is the

subset S
(
x0, . . . , xk

)
of Rr generated by all convex combinations of x0, . . . , xk.

. Each (` + 1)-subset
{
xi0 , . . . , xi`

}
⊆
{
x0, . . . , xk

}
defines the `-simplex S

(
xi0 , . . . , xi`

)
that is called a face of dimension ` (or a `-face) of S

(
x0, . . . , xk

)
. A (k − 1)-face, 1-face

and 0-face is called a facet, an edge and a node, respectively.

I A (closed) halfspace is a set of points satisfying
∑r

j=1 ajxj ≤ b for some a1, . . . , ar, b ∈ R. The

convex set obtained by a bounded non-empty intersection of a finite number of halfspaces is called

a convex polytope (convex polygon in two dimensions).

. If the intersection of a halfspace and a convex polytope is a subset of the halfspace then it is

called a face of the polytope. Of particular interests are faces of dimensions r − 1, 1 and 0,

which are called facets, edges and nodes of the polytope, respectively.

I A simplicial complex (or just a complex) is a topological space constructed by the union of

simplexes via topological associations.

4.2.2.2 Geometric curvature definitions

Informally, a complex is “glued” from nodes, edges and polygons via topological identification.

We first define k-complex-based Forman’s combinatorial Ricci curvature for elementary components
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(such as nodes, edges, triangles and higher-order cliques) as described in (Forman, 2003; Weber et

al., 2016a; Weber et al., 2016b), and then obtain a scalar curvature that takes an appropriate linear

combination of these values (via Gauβ-Bonnet type theorems (Bloch, 2014)) that correspond to the

so-called Euler characteristic of the complex that is topologically associated with the given graph. In

this paper, we consider such Euler characteristics of a graph to define geometric curvature.

To begin the topological association, we (topologically) associate a q-simplex with a (q + 1)-clique

Kq+1; for example, 0-simplexes, 1-simplexes, 2-simplexes and 3-simplexes are associated with nodes,

edges, 3-cycles (triangles) and 4-cliques, respectively. Next, we would also need the concept of an “order”

of a simplex for more non-trivial topological association. Consider a p-face fp of a q-simplex. An order

d association of such a face, which we will denote by the notation fpd with the additional subscript d, is

associated with a sub-graph of at most d nodes that is obtained by starting with Kp+1 and then optionally

replacing each edge by a path between the two nodes. For example,

• f0
d is a node of G for all d ≥ 1.

• f1
2 is an edge, and f1

d for d > 2 is a path having at most d nodes between two nodes adjacent in G.

• f2
3 is a triangle (cycle of 3 nodes or a 3-cycle), and f2

d for d > 3 is obtained from 3 nodes by

connecting every pair of nodes by a path such that the total number of nodes in the sub-graph is at

most d.
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Naturally, the higher the values of p and q are, the more complex are the topological associations. Let

Fkd be the set of all fkd ’s in G that are topologically associated. With such associations via p-faces of

order d, the Euler characteristics of the graph G = (V,E) and consequently the curvature can defined as

Cpd(G)
def
=

p∑
k=0

(−1)k
∣∣∣Fkd ∣∣∣ (4.1)

It is easy to see that both C0
d(G) and C1

d(G) are too simplistic to be of use in practice. Thus, we consider

the next higher value of p in this paper, namely when p = 2. Letting C(G) denote the number of cycles

of at most d+ 1 nodes in G, we get the measure

C2
d(G) = |V | − |E|+ |C(G)|

4.2.2.3 Are geometric curvatures a suitable measure for real-world networks ?

The usefulness of geometric curvatures for real-world networks was demonstrated in publications

such as (Weber et al., 2016a; Weber et al., 2016b; Samal et al., 2018).

4.3 Formalizations of two anomaly detection problems on networks

In this section, we formalize two versions of the anomaly detection problem on networks. An

underlying assumption on the behind these formulations is that the graph adds/deletes edges only while

keeping the same set of nodes.

4.3.1 Extremal anomaly detection for static networks

The problems in this subsection are motivated by a desire to quantify the extremal sensitivity of

static networks. The basic decision question is: “is there a subset among a set of prescribed edges
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whose deletion may change the network curvature significantly?”. This directly leads us to the following

decision problem:

Problem name: Extremal Anomaly Detection Problem (EadpC(G, Ẽ, γ))

Input: • A curvature measure C : G→ R

• A connected graph G = (V,E), an edge subset Ẽ ⊆ E such that

G \ Ẽ is connected and a real number γ < C(G) (resp., γ > C(G))

Decision question: is there an edge subset Ê ⊆ Ẽ such that C(G \ Ê) ≤ γ

(resp., C(G \ Ê) ≥ γ) ?

Optimization question: if the answer to the decision question is “yes” then minimize |Ê|

Notation: if the answer to the decision question is “yes” then

the minimum possible value of |Ê| is denoted by OPTEadpC
(G, Ẽ, γ)

The following comments regarding the above formulation should be noted:

. For the case γ < C(G) (resp., γ > C(G)) we allow C(G \ Ẽ) > γ (resp., C(G \ Ẽ) < γ), thus Ê = Ẽ

need not be a feasible solution at all.

. The curvature function is only defined for connected graphs, thus we require G \ Ẽ to be connected.

. The edges in E \ Ẽ can be thought of as “critical” edges needed for the functionality of the network.

For example, in the context of inference of minimal biological networks from indirect experimental

evidences (Albert et al., 2007; Albert et al., 2008), the set of critical edges represent direct biochemical

interactions with concrete evidence.
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4.3.2 Targeted anomaly detection for dynamic networks

These problems are primarily motivated by change-point detections between two successive discrete

time steps in dynamic networks (Aminikhanghahi and Cook, 2017; Kawahara and Sugiyama, 2009), but

they can also be applied to static networks when a subset of the final desired network is known. Fig. 5

illustrates targeted anomaly detection for a dynamic biological network.

Problem name: Targeted Anomaly Detection Problem (TadpC(G1, G2))

Input: • Two connected graphs G1 = (V,E1) and G2 = (V,E2) with E2 ⊂ E1

• A curvature measure C : G→ R

Valid solution: a subset of edges E3 ⊆ E1 \ E2 such that C(G1 \ E3) = C(G2).

Objective: minimize |E3|.

Notation: the minimum value of |E3| is denoted by OPTTadpC
(G1, G2)

4.4 Computational complexity of extremal anomaly detection problems

4.4.1 Geometric curvatures: exact and approximation algorithms for EadpC2
d

The following theorem is stated without proof as it also appears in (Yahyanejad, 2019).

Theorem 10.

(a) The following statements hold for EadpC2
d
(G, Ẽ, γ) when γ > C2

d(G):

(a1) We can decide in polynomial time the answer to the decision question (i.e., if there exists any

feasible solution Ê or not).

(a2) If a feasible solution exists then the following results hold:

(a2-1) Computing OPTEadp
C2
d

(G, Ẽ, γ) is NP-hard for all d that are multiple of 3.
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(a2-2) If γ is sufficient larger than C2
d(G) then we can design an approximation algorithm that

approximates both the cardinality of the minimal set of edges for deletion and the absolute

difference between the two curvature values. More precisely, if γ ≥ C2
d(G)+

(
1
2 + ε

)
(2|Ẽ|−

|E|) for some ε > 0, then we can find in polynomial time a subset of edges E1 ⊆ Ẽ such that

|E1| ≤ 2OPTEadp
C2
d

(G, Ẽ, γ) and
C2
d(G \ E1)− C2

d(G)

γ − C2
d(G)

≥ 4ε

1 + 2ε

(b) The following statements hold for EadpC2
d
(G, Ẽ, γ) when γ < C2

d(G):

(b1) We can decide in polynomial time the answer to the decision question (i.e., if there exists any

feasible solution Ê or not).

(b2) If a feasible solution exists and γ is not too far below C2
d(G) then we can design an approximation

algorithm that approximates both the cardinality of the minimal set of edges for deletion and the

absolute difference between the two curvature values. More precisely, letting ∆ denote the number

of cycles of G of at most d+ 1 nodes that contain at least one edge from Ẽ, if γ ≥ C2
d(G)− ∆

1+ε

for some ε > 0 then we can find in polynomial time a subset of edges E1 ⊆ Ẽ such that

|E1| ≤ 2OPTEadp
C2
d

(G, Ẽ, γ) and
C2
d(G \ E1)− C2

d(G)

γ − C2
d(G)

≤ 1− ε

(b3) If γ < C2
d(G) then, even if γ = C2

d(G \ Ẽ) (i.e., a trivial feasible solution exists), computing

OPTEadp
C2
d

(G, Ẽ, γ) is at least as hard as computing TadpC2
d
(G1, G2) and therefore all the

hardness results for TadpC2
d
(G1, G2) in Theorem 12 also apply to OPTEadp

C2
d

(G, Ẽ, γ).
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4.4.2 Gromov-hyperbolic curvature: computational complexity of EadpCGromov

Theorem 11. The following statements hold for EadpCGromov
(G, Ẽ, γ) when γ > CGromov(G):

(a) Deciding if there exists a feasible solution is NP-hard.

(b) Even if a trivial feasible solution exists, it is NP-hard to design a polynomial-time algorithm to

approximate OPTEadpCGromov

(G, Ẽ, γ) within a factor of c n for some constants c > 0, where n

is the number of nodes in G and m is the number of edges in G.

4.4.2.1 Proof techniques and relevant comments regarding Theorem 11

From a high level point of view, Theorem 11 is proved by suitably modifying the reductions used in

the proof of Theorem 13.

4.4.2.2 Proof of Theorem 11

To prove (a) we will use a simpler version of the proof of Theorem 13 reusing the same notations.

Our graph G will be the same as the graph G1 in that proof, except that we do not add the complete graph

K|V ′′| on the nodes w0, w1, . . . , w|V ′′|−1 and consequently we also do not have the edge {u,w0}. We set

Ẽ = E′ and γ = n
2 + 1. The proof of Theorem 13 shows that CGromov(G) < γ, CGromov(G \ E′) ≤ γ

for any subset of edges E′ ⊆ Ẽ, and CGromov(G \ E′) = γ for a subset of edges ∅ ⊂ E′ ⊂ Ẽ if and

only if the given cubic graph has a Hamiltonian path between the two specified nodes, thereby showing

NP-hardness of the feasibility problem.

To prove (b) the same construction in the proof of Theorem 13 works: G is the same as the graph

G1 in that proof, γ = n
2 + 1, Ẽ is the set of edges whose deletion produced G2 from G1, and the trivial
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feasible solution isG2. Note that the proof of Theorem 13 shows CGromov(G) < γ, CGromov(G\E′) ≤ γ

for any subset of edges ∅ ⊂ E′ ⊆ Ẽ and CGromov(G2) = γ.

4.5 Computational complexity of targeted anomaly detection problems

4.5.1 Geometric curvatures: computational hardness of TadpC2
d
(G1, G2)

For two functions f(n) and g(n) of n, we say f(n) = O∗(g(n)) if f(n) = O(g(n)nc) for some

positive constant c. In the sequel we will use the following two complexity-theoretic assumptions:

the unique games conjecture (Ugc) (Khot, 2002; Trevisan, 2012), and the exponential time hypothesis

(Eth) (Impagliazzo and Paturi, 2001; Impagliazzo et al., 2001; Woeginger, 2003).

Theorem 12.

(a) Computing OPTTadp
C23

(G1, G2) is NP-hard.

(b) There are no algorithms of the following type for TadpC2
d
(G1, G2) for 4 ≤ d ≤ o(n) when G1 and

G2 are n-node graphs:

(b1) a polynomial time (2− ε)-approximation algorithm for any constant ε > 0 assuming Ugc is true,

(b2) a polynomial time (10
√

5 − 21 − ε) ≈ 1.36-approximation algorithm for any constant ε > 0

assuming P6= NP,

(b3) a O∗
(
2o(n)

)
-time exact computation algorithm assuming Eth is true, and

(b4) a O∗
(
no(κ)

)
-time exact computation algorithm if OPTTadpC23

(G1, G2) ≤ κ assuming Eth is

true.
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4.5.1.1 Proof techniques and relevant comments regarding Theorem 12

I To prove (a), we prove the results by reducing the triangle deletion problem (Tdp) to that of solving

TadpC2
3
. Tdp was shown to be NP-hard by Yannakakis in (Yannakakis, 1978).

I To prove (b), we provide suitable approximation-preserving reductions from Mnc.

I (on proofs in (b3) and (b4)) For these proofs, the idea is to start with an instance of 3-Sat, use

“sparsification lemma” in (Impagliazzo et al., 2001) to generate a family of Boolean formulae, reduce

each of these formula to Mnc, and finally reduce each such instance of Mnc to a corresponding

instance of TadpC2
d
.

4.5.1.2 Proof of Theorem 12

The goal of the minimum node cover problem (Mnc) for a graph G is to select a subset of nodes of

minimum cardinality such that at least one end-point of every edge has been selected; let OPT Mnc(G)

denote the cardinality of the subset of nodes that is an optimal solution of Mnc. The (standard) Boolean

satisfiability problem is denoted by Sat, and its restricted case when every clause has exactly k literals

will be denoted by k-Sat (Garey and Johnson, 1979). Consider Sat or k-Sat and let Φ be an input instance

(i.e., a Boolean formula in conjunctive normal form) of it. The following inapproximability results are

known for Mnc:
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(?Mnc) There exists a polynomial time algorithm that transforms a given instance Φ of Sat to an input

instance graph G = (V,E) of Mnc such that the following holds for any constant 0 < ε < 1
4 ,

assuming Ugc to be true (Khot and Regev, 2008a):

if Φ is satisfiable then OPT Mnc(G) ≤
(

1
2 + ε

)
|V |

if Φ is not satisfiable then OPT Mnc(G) ≥ (1− ε) |V |

(??Mnc) There exists a polynomial time algorithm that transforms a given instance Φ of Sat to an input

instance graph G = (V,E) of Mnc such that the following holds for any constant 0 < ε <

16− 8
√

5 and for some 0 < α < 2|V |, assuming P6=NP (Dinur and Safra, 2005a):

if Φ is satisfiable then OPT Mnc(G) ≤
(√

5−1
2 + ε

)
α

if Φ is not satisfiable then OPT Mnc(G) ≥
(

71−31
√

5
2 − ε

)
α

(note that
(

71−31
√

5
2

)
/
(√

5−1
2

)
= 10

√
5− 21 ≈ 1.36).

(???Mnc) There exists a polynomial time algorithm (e.g., see (Garey and Johnson, 1979, page 54)) that

transforms a given instance Φ of 3-Sat of n variable and m clauses to to an input instance graph

G = (V,E) of Mnc with |V | = 3n+ 2m nodes and |E| = n+m edges such that such that Φ is

satisfiable if and only if OPT Mnc(G) = n+ 2m.

Proofs of (a) We will prove the results by reducing the triangle deletion problem to that of computing

TadpC2
3
. The triangle deletion problem (Tdp) can be stated as follows: Given G find the minimum number
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of edges (which we will denote by OPTTdp(G)) to be deleted from G to make it triangle-free. Tdp was

shown to be NP-hard by Yannakakis in (Yannakakis, 1978).

Consider an instance G = (V,E) of Tdp where V = {u1, . . . , un} and E = {e1, . . . , em}. We

create an instance G1 = (V ′, E1) and G2 = (V ′, E2) (with ∅ ⊂ E2 ⊂ E1) of TadpC2
3

in the following

manner:

. For each ui ∈ V , we create a node vi ∈ V ′. There are n such nodes in V ′.

. If {ui, uj} ∈ E, then we add the edge {vi, vj} to E1. We call these edges as “original” edges. Let

Ed be the set of all original edges; note that |Ed| = m.

. To ensure that G2 is a connected graph, we add two new nodes w1
i , w

2
i in V ′ corresponding to each

node vi ∈ V ′ for i = 1, 2, . . . , n−1, and add three new edges
{
vi, w

1
i

}
,
{
w1
i , w

2
i

}
and

{
w2
i , vi+1

}
in E1. This step adds 2n− 2 new nodes and 3n− 3 new edges to V1 and E1, respectively. We call

the new edges added in this step as “connectivity” edges.

. For each {ui, uj}) ∈ E, we create a new node vi,j in V ′ and add two new edges {ui, vij} and

{vij , uj} to E1. This step creates a new triangle corresponding to each original edge. We call the

new edges added in this step as “triangle-creation” edges. This step adds m new nodes and 2m

new edges to V1 and E1, respectively, and exactly m new triangles.

Define E2 = E1 \ Ed. Thus, we have |V ′| = 3n+m− 2, |E1| = 3n+ 3m− 3, |E2| = 3n+ 2m− 3,

and G2 contains no triangles. Let ∆ is the number of triangles in G1 created using only original

edges (the “original triangles”); note that ∆ is also equal to the number of triangles in G. Then,
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C2
3(G1) = |V ′| − (3m + 3n − 3) + (∆ + m) and C2

3(G2) = |V ′| − (2m + 3n − 3). The following

lemma completes our NP-hardness proof.

Lemma 9. OPTTdp(G) = OPTTadp
C23

(G1, G2).

Proof. Proof of OPTTdp(G) ≥ OPTTadp
C23

(G1, G2).

Let Eopt ⊂ E be an optimum solution of Tdp on G, E′opt = {{vi, vj} | {ui, uj} ∈ E} ⊆ Ed,

and consider the graph G3 = (V ′, E1 \ E′opt). Note that G3 has no original triangles and has exactly

m− |E′opt| triangles involving triangle-creation edges, and thus

C2
3(G3) = |V ′| − (3n+ 3m− 3− |E′opt|) + (m− |E′opt|) = C2

3(G2)

and therefore OPTTadp
C23

(G1, G2) ≤ |E′opt| = |Eopt| = OPTTdp(G).

Proof of OPTTdp(G) ≤ OPTTadp
C23

(G1, G2).

Suppose that E′opt ⊂ Ed is an optimum solution of q edges of TadpC2
3

on G1 and G2, let G3 =

(V ′, E1 \ E′opt) be the graph obtained from G1 by removing the edges in E′opt, and let

E′ =
{
{ui, uj} | {vi, vj} ∈ E′opt

}
⊆ E. Let q = |E′opt|, e′1, e′2, . . . , e′q be an arbitrary ordering of the

edges in E′opt and δ′i (for i = 1, 2, . . . , q) is the number of triangles in G1 that contains the edge e′i but

none of the edges e′1, . . . , e
′
i−1. Note that, for each i, exactly δ′i − 1 triangles out of the δ′i triangles are
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original triangles. Let ∆′ ≤ ∆ be the number of original triangles removed by removing the edges in

E′opt; thus, ∆′ =
∑q

i=1 (δ′i − 1). Simple calculations now show that

C2
3(G3) = |V ′| − (3n+ 3m− 3− |E′opt|) +

(
∆ +m−

q∑
i=1

δi

)

= |V ′| − (3n+ 3m− 3− |E′opt|) +

(
∆ +m− q −

q∑
i=1

(δi − 1)

)

= |V ′| − (3n+ 3m− 3− |E′opt|) +
(
∆ +m− |E′opt| −∆′

)
= |V ′| − (3n+ 2m− 3) + (∆−∆′)

Consequently, C2
3(G3) = C2

3(G2) implies ∆′ = ∆ and E′ is a valid solution of Tdp on G. This implies

OPTTdp(G) ≤ |E′| = |E′opt| = OPTTadp
C23

(G1, G2).

Proofs of (b1) and (b2)

Consider an instance graphG = (V,E) of Mnc with n nodes andm edges where V = {v1, v2, . . . , vn}

and E = {e1, e2, . . . , em}. Let ∅ ⊂ V Mnc ⊂ V be an optimal solution of OPT Mnc(G) = |V Mnc|

nodes for this instance of Mnc. We then create an instance G1 = (V ′, E1) and G2 = (V ′, E2) (with

∅ ⊂ E2 ⊂ E1) of TadpC2
d

for a given d ≥ 4 in the following manner:

• For each vi ∈ V , we create d new nodes
{
v1
i , v

2
i , . . . , v

d
i

}
in V ′, and a d-cycle containing the edges{

v1
i , v

2
i

}
,
{
v2
i , v

3
i

}
,. . . ,

{
vd−1
i , vdi

}
,
{
vdi , v

1
i

}
in E1. We call the cycles generated in this step as

the “node cycles”. This creates a total of dn nodes in V ′ and dn edges in E1.

• For each edge {vi, vj} ∈ E, we do the following:

– Create d− 4 new nodes u1
i,j,1,u1

i,j,2,. . . ,u1
i,j,d d−4

2 e and u2
i,j,1,u2

i,j,2,. . . ,u2
i,j,b d−4

2 c in V ′.
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– Add
⌈
d−2

2

⌉
new edges

{
v1
i , u

1
i,j,1

}
,
{
u1
i,j,1, u

1
i,j,2

}
, . . . ,

{
u1
i,j,d d−4

2 e−1
, u1

i,j,d d−4
2 e

}
,
{
u1
i,j,d d−4

2 e, v
1
j

}
and

⌊
d−2

2

⌋
new edges

{
v2
i , u

2
i,j,1

}
,
{
u2
i,j,1, u

2
i,j,2

}
, . . . ,

{
u2
i,j,b d−4

2 c−1
, u2

i,j,b d−4
2 c

}
,
{
u2
i,j,b d−4

2 c, v
2
j

}
in E1. Note that these edges create a d-cycle involving the two edges

{
v1
i , v

2
i

}
and

{
v1
j , v

2
j

}
;

we refer to this cycle as an “edge cycle”.

These steps create a total of (d− 4)m additional nodes in V ′ and (d− 2)m additional edges in E1.

• Let E2 = E1 \
{{
v1
i , v

2
i

}
| 1 ≤ i ≤ n

}
.

Thus, |V ′| = dn+ (d− 4)m, |E1| = dn+ (d− 2)m and |E2| = (d− 1)n+ (d− 2)m. To verify that

the reduction is possible for any d in the range of values as claimed in the theorem, note that

d ≤ o(|V ′|) ≡ d/|V ′| ≤ o(1) ⇐ n−1 ≤ o(1)

and the last inequality is trivially true. By (?Mnc) and (??Mnc), the proof is complete once we prove the

following lemma.

Lemma 10. OPT Mnc(G) = OPTTadp
C2
d

(G1, G2).

Proof. Let Ed = E1 \ E2. Let f be the total number of cycles of at most d edges in G1; thus

C2
d(G1) = |V ′| − |E1|+ f = −2m+ f

Note that any cycle of at most d edges containing an edge from Ed must be either a node cycle or an

edge cycle since a cycle containing an edge from Ed that is neither a node cycle nor an edge cycle has a
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number of edges that is at least 2 + 2×
⌊
d−2

2

⌋
+
⌈
d−2

2

⌉
= d+

⌊
d−2

2

⌋
> d since d ≥ 4. Since removing

all the edges in Ed removes every node and every edge cycle,

C2
d(G2) = |V ′| − |E2|+ (f − n−m) =

(
|V ′| − |E1|+ f

)
−m = C2

d(G1)−m

Given an optimal solution V Mnc ⊂ V of Mnc on G of OPT Mnc(G) nodes, consider the graph G3 =

(V ′, E3) where E3 = E1 \ E′d and E′d =
{{
v1
i , v

2
i

}
| vi ∈ V Mnc

}
⊆ Ed. Since every edge of G is

incident on one or more nodes in V Mnc, every edge cycle and exactly |E′d| = OPT Mnc(G) node cycles

of G1 are removed in G3, and thus

C2
d(G3) = |V ′| − (|E1| − OPT Mnc(G)) + (f − OPT Mnc(G)−m) = C2

d(G1)−m = C2
d(G2)

This shows that OPTTadp
C2
d

(G1, G2) ≤ OPT Mnc(G). Conversely, consider an optimal solution

E′d ⊆ Ed of TadpC2
d

for G1 and G2, and let G3 = (V ′, E3) where E3 = E1 \ E′d. Note that exactly

|E′d| = OPTTadp
C2
d

(G1, G2) node cycles of G1 are removed in G3. Let m′ be the number of edge

cycles of G1 removed in G3. Then,

C2
d(G3) = |V ′| − (|E1| − |E′d|) + (f − |E′d| −m′) = C2

d(G1)−m′

and consequently m′ must be equal to m to satisfy the constraint C2
d(G3) = C2

d(G1)−m, which implies

that G3 contains no edge cycles. This implies that, for every edge cycle involving the two edges
{
v1
i , v

2
i

}
and

{
v1
j , v

2
j

}
in G1, at least one of these two edges must be in E′′d , which in turn implies that the
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set of nodes V ′′ =
{
vi |
{
v1
i , v

2
i

}
∈ E′d

}
in G contains at least one of the nodes vi or vj for every

edge {vi, vj} ∈ E. Thus, V ′′ is a valid solution of Mnc on G and OPT Mnc(G) ≤ |V ′′| = |E′′d | =

OPTTadp
C2
d

(G1, G2).

Proof of (b3)

We describe the proof for d = 4 only; the proof for d > 4 is very similar. Suppose, for the sake

of contradiction, that one can in fact compute OPTTadp
C24

(G1, G2) in O∗
(
2o(n)

)
time where each of

G1 and G2 has n nodes. We start with an instance Φ of 3-Sat having n variables and m clauses. The

“sparsification lemma” in (Impagliazzo et al., 2001) proves the following result:

for every constant ε > 0, there is a constant c > 0 such that there exists a O
(
2 εn
)
-time

algorithm that produces from Φ a set of t instances Φ1, . . . ,Φt of 3-Sat on these n variables

with the following properties:

• t ≤ 2 εn,

• each Φj is an instance of 3-Sat with nj ≤ n variables and mj ≤ cn clauses, and

• Φ is satisfiable if and only if at least one of Φ1, . . . ,Φt is satisfiable.

For each such above-produced 3-Sat instance Φj , we now use the reduction mentioned in (???Mnc)

to produce an instance Gj = (Vj , Ej) of Mnc of |Vj | = 3nj + 2mj ≤ (3 + 2c)n nodes and |Ej | = nj +

mj ≤ (1+c)n edges such that Φj is satisfiable if and only if OPT Mnc(Gj) = nj+2mj . Now, using the

reduction as described in the proof of parts (b1) and (b2) of this theorem and Lemma 10 thereof, we obtain

an instance G1,j = (V ′j , E1,j) and G2,j = (V ′j , E2,j) of TadpC2
3

such that |V ′j | = 4|Vj | < (12+8c)n. By
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assumption, we can compute OPTTadp
C23

(G1,j , G2,j) in O∗
(
2o(n)

)
, and consequently OPT Mnc(Gj) in

O∗
(
2o(n)

)
time, which in turn leads us to decide in O∗

(
2o(n)

)
time if Φj is satisfiable for every j. Since

t ≤ 2 εn for every constant ε > 0, this provides a O∗
(
2o(n)

)
-time algorithm for 3-Sat, contradicting Eth.

Proof of (b4)

The proof is very similar to that in (b3) except that now we start with the following lower bound

result on parameterized complexity (e.g., see (Cygan et al., 2015, Theorem 14.21)):

assuming Eth to be true, if OPT Mnc(G) ≤ k then there is no O∗
(
no(k)

)
-time algorithm for

exactly computing OPT Mnc(G).

4.5.2 Gromov-hyperbolic curvature: computational hardness of TadpCGromov

Theorem 13. It is NP-hard to design a polynomial-time algorithm to approximate TadpCGromov
(G1, G2)

within a factor of c n for some constant c > 0, where n is the number of nodes in G1 or G2 and m is the

number of edges in G1.

4.5.2.1 Proof techniques and relevant comments regarding Theorem 13

I The reduction is from the Hamiltonian path problem for cubic graphs (Cubic-Hp), and shown

schematically in Fig. 6. On a high level, the idea is to amplify the different between Hamiltonian

and non-Hamiltonian paths to a large size difference of “geodesic” triangles (cf. Definition 12) such

that application of known results such as (Rodrı́guez and Tourı́s, 2004, Lemma 2.1) can lead to a

large difference of the corresponding Gromov-hyperbolicity values. To get the maximum possible

amplification (maximum gap in lower bound) we need to make very careful and precise arguments
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regarding the Gromov-hyperbolicities of classes of graphs. The reader should note that Gromov-

hyperbolicity value is not necessarily related to the circumference of a graph, and thus the reduction

cannot rely simply on presence or absence of long paths or long cycles in the constructed graph.

I The inapproximability reduction necessarily requires some nodes with large (close to linear) degrees

even though with start with Cubic-Hp in which every node has degree exactly 3. We conjecture that

our large inapproximability bounds do not hold when the given graphs have nodes of bounded degree,

but have been unable to prove it so far.

4.5.2.2 Proof of Theorem 13

We will prove our inapproximability result via a reduction from the Hamiltonian path problem for

cubic graphs (Cubic-Hp) which is defined as follows: “given a cubic (i.e., a 3-regular) graph G = (V,E)

and two specified nodes u, v ∈ V , does G contain a Hamiltonian path between u and v, i.e., a path

between u and v that visits every node ofG exactly once”? Cubic-Hp is known to be NP-complete (Garey

et al., 1976).

Consider an instance G = (V,E) and v1, vn ∈ V of Cubic-Hp of n nodes and m = 3n/2 edges

where V = {v1, v2, . . . , vn}, E = {e1, e2, . . . , em} and the goal is to determine if there is a Hamiltonian

path between v1 and vn (see Fig. 6 (a)). We first introduce three new nodes v0, vn+1 and vn+2, and

connect them to the nodes in G by adding three new edges {v0, v1}, {vn, vn+1} and {vn+1, vn+2},

resulting in the graph G′ = (V ′, E′) (see Fig. 6 (b)). It is then trivial to observe the following:

• G has a Hamiltonian path between v1 and vn if and only if G′ has a Hamiltonian path between v0

and vn+2.
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Figure 6: Illustration of the reduction in Theorem 13. (a) The input graphG = (V,E) for the Hamiltonian

path problem for cubic graphs (Cubic-Hp). (b) and (c) The graphsG1 = (V ′′, E1) andG2 = (V ′′, E2) for

the generated instance of TadpCGromov
(G1, G2). The graph G′ = (V ′, E′) obtained from the given graph

G′ by adding three extra nodes and three extra edges. (d) An optimal solutionG′2 for TadpCGromov
(G1, G2)

if G contains a Hamiltonian path between v1 and vn.
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• If G′ does have a Hamiltonian path then such a path must be between the two nodes v0 and vn+2.

Note that |V ′| = n+ 3 and |E′| = (3n/2) + 3. We next create the graph G′′ = (V ′′, E′′) from G′ in the

following manner (see Fig. 6 (b)):

• We add a set of 1+(n2 + 3n)/2 new nodes u, v0,1, . . . , v0,n/2, v1,1, . . . , v1,n/2, . . . , vn+2,1, . . . , vn+2,n/2.

For notational convenience, we set u def
= vi,0 for all i ∈ {0, 1, . . . , n+ 2} and vj

def
= vj,(n/2)+1 for

all j ∈ {0, 1, . . . , n+ 2}.

• We add a set of n+ 3 disjoint paths (each of length n
2 + 1) P0,P1, . . . ,Pn+2 where Pj def

= vj,0 ↔

vj,1 ↔ vj,2 ↔ · · · ↔ vj,n
2

+1.

Note that |V ′′| = n+ 4 + n2+3n
2 = n2+5n

2 + 4 and |E′′| = 3n
2 + 3 + (n+ 3)

(
n
2 + 1

)
= n2

2 + 4n+ 6. We

now create an instance G1 = (V,E1) and G2 = (V,E2) (with ∅ ⊂ E2 ⊂ E1) of TadpCGromov
(G1, G2)

from G′′ in the following manner (see Fig. 6 (b)–(c)):

• The graph G1 = (V ′′′, E1) is obtained by modifying G′′ as follows:

– Add a complete graph K|V ′′| on |V ′′| = n2+5n
2 + 4 nodes w0, w1, . . . , w|V ′′|−1 and the edge

{u,w0}. This step adds |V ′′| new nodes and
(|V ′′|

2

)
+ 1 new edges.

Thus, we have |V ′′′| = 2 |V ′′| = n2 + 5n+ 8, and

|E1| = |E′′|+
(|V ′′|

2

)
+ 1 =

n4 + 10n3 + 43n2 + 102n+ 104

8
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• The graphG2 = (V ′′′, E2) is obtained fromG1 as follows. LetA be the set of edges of a sub-graph

of the graph K|V ′′| (added in the previous step) that is isomorphic to the graph (V ′′, Ê) where

Ê =
(
E′′ \ E

)⋃{
{vj , vj+1} | j ∈ {0, 1, . . . , n+ 1}

}

and the node w0 is mapped to the node u in the isomorphism. Such a sub-graph can be trivially

found in polynomial time. For notational convenience we number the nodes in this sub-graph

such that the order of the nodes in the largest cycle (having 2n + 4 edges) of this sub-graph is

w0, w1, . . . , w2n+3 (see Fig. 6 (c)). We then set E2 = E′′ ∪A ∪ {u,w0}. Thus,

|E2| = |E′′|+ |A|+ 1 = |E′′|+ |Ê|+ 1 = |E′′|+
(
|E′′| − |E|+ n+ 2

)
+ 1 = n2 +

15n

2
+ 12

We first need to prove some bounds on the hyperbolicities of various graphs and sub-graphs that appear

in our reduction. It is trivial to see that CGromov(K|V ′′|) = 0. Define ∆̃u,v,w(G) be a geodesic triangle

which contributes to the minimality of the value of CGromov(G), i.e., one of the shortest paths, say u, v,

lies in a CGromov(∆̃u,v,w(G))-neighborhood of the union u,w ∪ v, w of the other two shortest paths, but

u, v does not lie in a δ-neighborhood of u,w ∪ v, w for any δ < CGromov(∆̃u,v,w(G)). The following

two facts are well-known.

Fact 1. For any geodesic triangle ∆u,v,w, from the definition of CGromov(∆u,v,w) (cf. Definition 12) it

follows that CGromov(∆u,v,w) ≤ max {bdistG(u,v)/2c , bdistG(v,w)/2c , bdistG(u,w)/2c}.
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Fact 2 ((Rodrı́guez and Tourı́s, 2004, Lemma 2.1)). We may assume that ∆̃u,v,w(G) is a simple geodesic

triangle, i.e., the three shortest paths u, v, u,w and v, w do not share any nodes other than u, v or w.

Let H denote the (node-induced) sub-graph ({w0, w1, . . . , w|V ′′|−1},A) of G2.

Lemma 11. CGromov(G2) = CGromov(H) = n
2 + 1.

Proof. By Fact 2 ∆̃p,q,r(G2) must be a simple geodesic triangle and therefore can only include edges

in A. Since the diameter of the sub-graph H is n + 2, for any geodesic triangle ∆p,q,r of H we have

max {bdistG(p,q)/2c , bdistG(q,r)/2c , bdistG(p,r)/2c} ≤ n + 2 and thus by Fact 1 we have CGromov(G2) =

CGromov(H) = CGromov(∆̃p,q,r(G2)) ≤ n
2 + 1. Thus, it suffices we provide a simple geodesic triangle

∆p,q,r of H for some three nodes p, q, r of H such that CGromov(∆p,q,r(H)) = n
2 + 1. Consider the

simple geodesic triangle ∆w0,wn
2 +1,w 3n

2 +3
of H consisting of the three shortest paths Q1

def
= w0 ↔

w1 ↔ w2 ↔ · · · ↔ wn
2
↔ wn

2
+1, Q2

def
= wn

2
+1 ↔ wn

2
+2 ↔ wn

2
+3 ↔ · · · ↔ w 3n

2
+2 ↔ w 3n

2
+3

and Q3
def
= w 3n

2
+3 ↔ w 3n

2
+4 ↔ w 3n

2
+5 ↔ · · · ↔ w2n+3, w0, and consider the node wn+2 that is the

mid-point of the shortest path Q2 (see Fig. 6 (c)). It is easy to verify that the distance of the node wn+2

from the union of the two shortest paths Q1 and Q3 is n
2 + 1.

Now, suppose that we can prove the following two claims:

(completeness) if G has a Hamiltonian path between v1 and vn thenOPTTadpCGromov

(G1, G2) ≤ n
2 + 1

(soundness) if G has no Hamiltonian paths between v1 and vn then

OPTTadpCGromov

(G1, G2) ≥ n3+3n2+2n
2
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Note that this proves the theorem since
n3+3n2+2n

2
n
2

+1 > n2

5 = Ω (|V ′′′|).

Proof of completeness

Suppose that G has a Hamiltonian path between v1 and vn, say v1 ↔ v2 ↔ v3 ↔ · · · ↔ vn−1 ↔ vn.

Thus, G′′ has a Hamiltonian path v0 ↔ v1 ↔ v2 ↔ v3 ↔ · · · ↔ vn−1 ↔ vn ↔ vn+1 ↔ vn+2

between v0 and vn+2. We remove the n
2 + 1 edges in Ed = E′′ \

{
{vj , vj+1} | j = 0, 1, . . . , n + 1

}
that are not in this Hamiltonian path resulting in the graph G′2 = G1 \ Ed (see Fig. 6 (d)). To show that

CGromov(G′2) = CGromov(G2), note that by Fact 2 ∆̃p,q,r(G
′
2) must be a simple geodesic triangle and

therefore

CGromov(G′2) = max
{
CGromov(G′′ \ Ed), CGromov(K|V ′′|)

}
= max

{
CGromov(G′′ \ Ed), 0

}
= CGromov(G′′ \ Ed)

Since G′′ \ Ed is isomorphic to H , by Lemma 11 CGromov(G′′ \ Ed) = CGromov(H) = CGromov(G2).

Proof of soundness

Assume that G has no Hamiltonian paths between v1 and vn, and let Ed ⊆ E1 \ E2 be the optimal set

of edges that need to be deleted to obtain the graph G′2 = (V ′′′, E1 \ Ed) such that CGromov(G′2) =

CGromov(G). By Fact 2, ∆̃p,q,r(G
′
2) must be a simple geodesic triangle and therefore

CGromov(G′2) = max
{
CGromov(G′′ \ Ed), CGromov(K|V ′′| \ Ed)

}
= CGromov(G2) =

n

2
+ 1 (4.2)
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Lemma 12. CGromov(G′′ \ Ed) ≤ n
2 .

Proof. Since G has no Hamiltonian paths between v1 and vn, diam(G′ \ Ed) ≤ n + 1. Assume,

for the sake of contradiction, that CGromov(G′′ \ Ed) ≥ n
2 + 1. By Fact 1, CGromov(G′′ \ Ed) =

CGromov(∆̃p,q,r(G
′′ \ Ed)) ≤ max {bdistG′′\Ed

(p,q)/2c , bdistG′′\Ed
(q,r)/2c , bdistG′′\Ed

(p,r)/2c}, and thus at

least one of the three distances in the left-hand-side of the above inequality, say distG′′\Ed
(p, q), must

be at least n + 2. Let L(C(H)) and L(H) denote the length (number of edges) of a (simple) cycle C

and the length of the longest (simple) cycle of a graph H . Since CGromov(∆̃p,q,r(G
′′ \ Ed)) > 0 and

∆̃p,q,r(G
′′ \ Ed) must be a simple geodesic triangle, there must be at least one cycle, say C, in G′′ \ Ed

containing p, q and r. Now, note that

L(C(G′′ \ Ed)) ≤ L(G′′ \ Ed) ≤ 2
(n

2
+ 1
)

+ diam(G′ \ Ed) ≤ 2n+ 3

and therefore distG′′\Ed
(p, q) ≤

⌊
2n+3

2

⌋
= n+ 1, which provides the desired contradiction.

By Lemma 12 and Equation (Equation 4.2) it follows that CGromov(K|V ′′| \ Ed) = n
2 + 1.

Lemma 13. If CGromov(K|V ′′| \ Ed) ≥ n
2 + 1 then |Ed| ≥ n3+3n2+2n

2 .

Proof. Since CGromov(K|V ′′| \ Ed) = CGromov(∆̃p,q,r(K|V ′′| \ Ed)) = n
2 + 1, by Fact 1 at least one of

the three distances distK|V ′′|\Ed
(p, q), distK|V ′′|\Ed

(q, r) or distK|V ′′|\Ed
(p, r), say distK|V ′′|\Ed

(p, q),

must be at least n+ 2. This implies that K|V ′′| \ Ed must contain a shortest path of length n+ 2, say

Q def
= w0 ↔ w1 ↔ w2 ↔ · · · ↔ wn+1 ↔ wn+2. We now claim that no node from the set W1 ={

wn+3, wn+4, . . . , w|V ′′|−1

}
is connected to more than 3 nodes from the set W2 = {w0, w1, . . . , wn+2}

inK|V ′′|\Ed. To show this by contradiction, suppose that some node wi ∈W1 is connected to four nodes
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wj , wk, w`, wr ∈ W2 with j < k < ` < r. Then r ≥ j + 3 which implies distK|V ′′|\Ed
(wj , wr) ≤ 2,

contradicting the fact that Q is a shortest path. It thus follows that

|Ed| ≥
(
(n+ 3)− 3

)
|W1| = n(|V ′′| − (n+ 3)) = n

(
n2 + 3n

2
+ 1

)
=
n3 + 3n2 + 2n

2

The above lemma obviously completes the proof of soundness of our reduction.

4.6 Conclusion and future research

Notions of curvatures of higher-dimensional geometric shapes and topological spaces play a fun-

damental role in physics and mathematics in characterizing anomalous behaviours of these higher

dimensional entities. However, using curvature measures to detect anomalies in networks is not yet very

common due to several reasons such as lack of preferred geometric interpretation of networks and lack

of experimental evidences that may lead to specific desired curvature properties. In this paper we have

attempted to formulate and analyze curvature analysis methods to provide the foundations of systematic

approaches to find critical components and anomaly detection in networks by using two measures of

network curvatures, namely the Gromov-hyperbolic combinatorial curvature and the geometric curvature

measure. This paper must not be viewed as uttering the final word on appropriateness and suitability

of specific curvature measures, but rather should be viewed as a stimulator and motivator of further

theoretical or empirical research on the exciting interplay between notions of curvatures from network

and non-network domains.

There is a plethora of interesting future research questions and directions raised by the topical

discussions and results in this paper. Some of these are stated below.
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. For geometric curvatures, we considered the first-order non-trivial measure C2
d. It would be of interest

to investigate computational complexity issues of anomaly detection problems using Cpd for p > 2.

We conjecture that our algorithmic results for extremal anomaly detection using C2
d (Theorem 10(a2-

2)&(b2)) can be extended to C3
d.

. There are at least two more aspects of geometric curvatures that need further careful investigation.

Firstly, the topological association of elementary components to higher-dimensional objects as de-

scribed in this paper is by no means the only reasonable topological association possible. But, more

importantly, other suitable notions of geometric curvatures are quite possible. As a very simple

illustration, assuming that smaller dimensional simplexes edges in the discrete network setting cor-

respond to vectors or directions in the smooth context, an analogue of the Bochner-Weitzenböck

formula developed by Forman for the curvature for a simplex s can be given by the formula (Forman,

2003; Samal et al., 2018):

F(s) = ws

(∑
s≺s′

ws
ws′

+
∑
s′≺s

ws′

ws

)
–
∑
s′‖s

∣∣∣ ∑
s,s′≺g

√
wsws′

wg
+
∑
g≺s,s′

wg√
wsws′

∣∣∣


where a ≺ b means a is a face of b, a ‖ b means a and b have either a common higher-dimensional

face or a common lower-dimensional face but not both, and w is a function that assigns weights to

simplexes. One can then either modify the Euler characteristics as
∑p

k=0(−1)k F(fkd ) or by combining

the individual F(fkd ) values using curvature functions defined by Bloch (Bloch, 2014).

. Our inapproximability results for the Gromov-hyperbolic curvature require a high average node degree.

Thus, for real-world networks such as scale-free networks the inapproximability bounds may not apply.
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We hypothesize that the anomaly detection problems using Gromov-hyperbolic curvatures is much

more computationally tractable than what our results depict for networks with bounded average degree.
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