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SUMMARY

Traditionally, algorithms have been studied under two regimes: worst-case analysis,
which makes no assumptions about the input, and average-case analysis, which assumes
that inputs are drawn from a certain distribution. However, real-world inputs rarely con-
form to either of these extremes. A new paradigm known as “beyond worst-case analysis”
seeks to bridge the gap between the two. In this thesis, we study several problems and their
algorithms under appropriate beyond worst-case models, aiming to provide more realistic
and practically relevant performance guarantees.

In the first part of this thesis, we focus on improving algorithm performance on non-
worst-case inputs (structured inputs). In Chapter 2, we study the Boolean satisfiability
problem (SAT) in the framework of learning-augmented algorithms, where the problem
instance is provided with a prediction that contains partial information of an optimal
solution. We study both the decision and optimization problem of SAT under two forms
of predictions, namely the subset advice and the label advice. In Chapter 3, we study
non-center-based clustering under Bilu-Linial stability assumptions, which assumes that
the problem instance has a unique optimal solution that stays unchanged under small
perturbation of the input. We focus on the minimizing sum-of-radii (MSR) and minimizing
sum-of-diameters (MSD) objectives, and provide polynomial time solutions under stability

assumptions.
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SUMMARY (Continued)

In the second part of this thesis, we focus on enhancing algorithm robustness to con-
tamination in average-case inputs (semi-random inputs). In the context of low-rank matrix
recovery problems, this means a monotone adversary can add arbitrary data from the dis-
tribution to break the necessary regularity conditions satisfied by fully random inputs. In
Chapter 4, we study the matrix completion problem, whose goal is to recover a ground-
truth matrix from incomplete and noisy observations of its entries. In Chapter 5, we study
the matrix sensing problem, where the goal is to recover the ground-truth matrix based on

linear measurements from a given set of sensing matrices.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

The design and analysis of algorithms play a crucial role in theoretical computer sci-
ence. Traditionally, we analyze algorithms in two contrasting regimes: the worst-case and
average-case analysis. In the former, we make no assumptions about the input when design-
ing the algorithm, and evaluate it against the worst-case instances. The advantage of this
approach is that we obtain guarantees on the algorithm for all inputs, including adversarial
ones, making the algorithm universally applicable. However, since real-world inputs are
usually “non-pathological” (Roughgarden, 2019), worst-case analysis is overly pessimistic
and may not accurately reflect an algorithm’s performance in practice. In the latter ap-
proach, we assume inputs are drawn from a fixed distribution, and analyze the algorithm’s
average-case performance with respect to the distribution. By leveraging domain-specific
information on inputs, many algorithms have demonstrated both empirical and theoretical
success under distributional assumptions. Yet this approach is susceptible to overfitting to
a particular distribution and may rely on assumptions that are too strong or unrealistic.
As a result, it is vulnerable to model misspecification and even data-poisoning attacks in

practice.



A more recent paradigm known as “beyond worst-case analysis” seeks to bridge the
gap between the two, with the goal of providing more realistic and practically relevant
performance guarantees. In this thesis, we examine beyond worst-case analysis from two

complementary directions.

e Optimism. The first half of the thesis adopts an optimistic perspective: we assume
that the instances of interest are in some sense better than the worst case. Such opti-
mism might arise because the instance exhibits structural properties intrinsic to the
problem, or because we have access to some additional information such as historical
data or predictions. From this perspective, we investigate how algorithms can exploit
such structured inputs to achieve better performance guarantees. These ideas are

developed in Chapter 2 and Chapter 3.

e Robustness. In contrast, the second half of the thesis emphasizes robustness. Here,
we assume that inputs may be worse than the average case. In particular, we are
interested in the semi-random model, where inputs drawn from a benign distribution
are modified adversarially in an attempt to break algorithms that rely too heavily
on distributional assumptions. Our goal in this setting is to design algorithms that
remain effective under adversarial contamination, i.e., semi-random inputs. This

theme is explored in Chapter 4 and Chapter 5.

The subsequent chapters are self-contained, each focusing on a specific problem and its

associated algorithms under an appropriate beyond worst-case setting. The remainder of



this chapter provides the necessary background, introduces the problems studied in later
chapters, and presents the various beyond worst-case settings considered in this thesis.

1.2 Background on Complexity Theory

Complexity Theory studies the time, space (memory), query and other resources re-
quired to solve computational problems. In this thesis, we are primarily concerned with
the time complexity, which serves as a criterion for classifying problems into complexity
classes. For decision problems (those with yes-or-no answers), the two most well-known

classes are P and NP.

Definition 1.2.1 (The Class P (Sipser, 1996)). P is the class of languages (problems) that

are decidable in polynomial time on a deterministic single-tape Turing machine.

Definition 1.2.2 (The Class NP (Sipser, 1996)). NP is the class of languages (problems)
that are verifiable in polynomial time given some certificate c. The hardest problems in the
class NP are called NP-complete, which means any problem in NP is polynomial time re-
ducible to a problem in NP-complete. The optimization version of an NP-complete decision

problem is in the class NP-hard.

Problems in P are generally considered to be “easy”. A famous open question is whether
P equals NP, and the prevailing belief is that P % NP, i.e., NP-complete problems do
not admit polynomial time algorithms. Despite this, NP-complete problems remain at
the forefront of theoretical computer science, since many special instances can be solved

efficiently. This observation motivates the study of beyond worst-case analysis, which aims



to understand and exploit the structural properties that make certain instances tractable.
Identifying these structures and formalizing the assumptions that capture them is a crucial
step in beyond worst-case analysis. In the following sections, we introduce the problems
studied in this thesis and the respective beyond worst-case settings under which we analyze

them.

1.3 Overview of Studied Problems

Here we introduce the specific problems studied in this thesis. All of them are NP-

complete or NP-hard in the worst case.

1.3.1 Boolean Satisfiability

Given a Boolean formula on n variables in conjunctive normal form (CNF), the Satis-
fiability problem (SAT) asks whether there exists a truth assignment on the variables so
that the formula evaluates to True. The problem is called k-SAT if each clause contains at
most k literals, and the optimization version of the problem is called MAX-(k)-SAT, which
asks for the maximum number of satisfiable clauses. We study the Boolean satisfiablility
problem in Chapter 2, where we introduce formal definitions including other variants of
the problem.

SAT is the first problem shown to be NP-complete by Stephen Cook and Leonid Levin
(Cook, 1971; Levin, 1973). There is a stronger conjecture than P#£NP called the Expo-
nential Time Hypothesis (ETH), which postulates that 3-SAT cannot be solved in time
0O(2") for some ¢ > 0. Assuming P#NP, MAX-2-SAT cannot be approximated above

0.954 (Hastad, 2001). In light of these hardness results, research efforts have been towards



designing exponential time algorithms with the smallest ¢ for the decision problem, as
well as polynomial time algorithms with the best approximation ratio for the optimization
problem.

For the decision problem of k-SAT, there has been a line of work using “random re-
striction algorithms”. In particular for 3-SAT, the PPZ algorithm (Paturi et al., 1997)
achieves running time of O*(Q%"), where O*(-) suppresses polynomial factors. This was
later improved by the PPSZ algorithm (Paturi et al., 2005), which runs in time O*(20-386n),
For the optimization problem, a line of research has employed SDP relaxations combined
with rounding techniques, achieving progressively improved approximation ratios. In par-
ticular for the MAX-2-SAT problem, (Goemans and Williamson, 1994) first showed an
approximation ratio of 0.878 beyond the trivial approximation of 0.75 from the random

assignment, and (Lewin et al., 2002) achieves state-of-the-art ratio of 0.94.

1.3.2 Non-Center-Based Clustering

In the clustering problem, we are given a set of points P and a metric d: P x P — R,
and the goal is to partition the points into k clusters while optimizing some objective
function on the clusters under the metric. Center-based objectives such as k-center, k-
medians and k-means have been studied extensively. In this thesis, we study clustering with
non-center-based objectives, namely the minimizing sum-of-radii (MSR) and minimizing
sum-of-diameters (MSD) objectives, and the formal definitions are provided in Chapter 3.

MSD and MSR are both known to be NP-hard under general metric. The NP-hardness

of MSD is shown by reduction from the Clique problem (Doddi et al., 2000), and MSR is



proven by reduction from planar 3-SAT (Gibson et al., 2010). There are various approxima-
tion algorithms for these problems, and an a-approximation to one is a 2a-approximation
to another. The work of (Charikar and Panigrahy, 2001) presents a greedy algorithm for
MSR that achieves O(log 7 )-approximation with at most k clusters. Improving from log-
factor to constant-factor approximation, (Charikar and Panigrahy, 2001) gives an LP based
primal-dual algorithm that achieves 3.503-approximation for MSR, which is also a 7.006-
approximation algorithm for MSD. Moving beyond approximation to exact algorithms,
there is a randomized algorithm (Gibson et al., 2010) that gives the optimal solution to
MSR with high probability in quasi-polynomial time. If k is considered to be a fixed con-
stant, there are algorithms that take a “brute force” approach. For MSD, (Behsaz and

O(k?)

Salavatipour, 2015) gives an algorithm by guessing the diameters of clusters in n time,

and for MSR, (Doddi et al., 2000) gives an algorithm by transforming the problem to

o(k)

weighted set cover in n time and guessing the center-radius pairs.

1.3.3 Low-Rank Matrix Recovery

Low-rank matrix recovery is a popular inverse problem with many applications in ma-
chine learning, where the goal is to recover a ground-truth matrix X* € R4*% from n
measurements. In general it can be formulated as a constrained optimization problem,
where f is a problem-specific objective function:

min  f(X) subject to rank(X) <r.
X cRd1Xxdg



The problem has a nonconvex optimization landscape due to the low-rank constraint, mak-
ing it NP-hard in the worst case. To obtain tractable solutions, analyses typically impose
regularity conditions, under which both convex relaxations and nonconvex approaches have
been shown to succeed.

The convex relaxation approach uses nuclear norm minimization as a proxy for low-
rankness (Recht et al., 2010):

min || X[, subject to f(X)=0.
XGR‘ile?

When formulated as a SDP, it can be solved in time O(nd*®) where d = max(dy, ds).
The nonconvex approach uses the Burer-Monteiro factorization (Burer and Monteiro,

2003) to enforce the rank requirement. The problem is formulated as unconstrained non-

convex optimization (Recht et al., 2010; Bhojanapalli et al., 2016; Ge et al., 2017):

min fwvh.

UERdl ><1"7 VERdQ X7

The factorized formulation can be solved by gradient descent, and the running time is more
efficient than the SDP solution due to the reduced dimension of the variable.

In this thesis we study two different types of low-rank matrix recovery problems. In
Chapter 4 we focus on matrix completion, where the goal is to recover a low-rank matrix

X* based on observations Y on a subset of the indices Q C [d;] X [da], i.e., Yy, for (5, k) €



Q). In particular, the observations might be noisy or quantized (1-bit measurements).
Traditionally it is assumed that 2 is uniformly sampled, and X* satisfies the incoherence
condition, which informally means the singular vectors of X* are “spread out”. In Chapter
5 we turn our attention to matrix sensing, where the goal is to reconstruct X* from a
collection of sensing matrices (A4;)"; and the corresponding linear measurements b; =
(A;, X). A standard assumption in the literature is the Restricted Isometry Property (RIP),
which means that the sensing matrices approximately preserve the norm of a low-rank
matrix. The general formulations (convex and nonconvex) apply to both problems, and
there have been provable exact recovery guarantees under appropriate regularity conditions

(Candes and Recht, 2009; Recht et al., 2010; Ge et al., 2017; Bhojanapalli et al., 2016).

1.4 Beyond Worst-Case Settings

In this section, we present a few beyond worst-case settings, each corresponding to one

of the problems introduced previously.

1.4.1 Learning-Augmented Algorithms

In the framework of “learning-augmented algorithms”, a problem instance is provided
with additional information about an optimal solution, and the goal is to develop algorithms
that leverage the information to improve upon worst-case performances. The additional
information is referred to as a prediction or an advice to the input, and often comes from
applying machine learning techniques to historic data. In this setting, the goal of algorithm
design is to obtain performance guarantees as a function of the quality of the prediction.

As machine learning methods advance and the accuracy of predictions improves over time,



the resulting algorithms can achieve better performances (Mitzenmacher and Vassilvitskii,
2022).

Originated in online algorithms (Devanur and Hayes, 2009; Vee et al., 2010), this frame-
work has been applied to many other areas of machine learning in both the online and offline
settings. The webpage (Lindermayr and Megow, 2025) complies a comprehensive list of
literature on this topic, including problems on mechanism design, caching, paging, schedul-
ing, rent-or-buy, and many others. In particular, we highlight recent work on MAX-CUT
and general constraint satisfaction problems (Ghoshal et al., 2025; Cohen-Addad et al.,
2024), since they are closely related to the Boolean satisfiability problem (SAT) we study
in Chapter 2.

In the context of learning-augmented algorithms for the SAT problem, the prediction
(referred to here as advice) is an assignment on some or all of the variables in the CNF
formula. We consider two types of advices: the label advice, which predicts each variable
with accuracy slightly better than a random guessing, and the subset advice, which reveals
the ground-truth assignment on a small subset of the variables. In the literature, these
are also referred to as the noisy prediction (label advice) and partial prediction (subset
advice).

1.4.2 Bilu-Linial Stability

Motivated by the observation that many problems that are NP-hard in the worst case
can be solved efficiently in practice due to structural properties of real-world inputs, Bilu

and Linial introduced the Bilu—Linial stability notion, originally for the MAX-CUT prob-
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lem (Bilu and Linial, 2012). Informally, it assumes that the problem instance has a unique
optimal solution that remains unchanged under small perturbations to the input.

Many problems have been studied under Bilu-Linial stability, including MAX-CUT (Bilu
and Linial, 2012; Makarychev et al., 2014), max independent set (Angelidakis et al., 2018),
and center-based clustering such as k-means, k-median (Awasthi et al., 2012; Balcan and
Liang, 2016; Angelidakis et al., 2017), k-center (Balcan et al., 2020) and min-sum (Ben-
David and Reyzin, 2014). Other metric based problems include the traveling salesman
problem (Mihalak et al., 2011) and the Steiner tree problem (Freitag et al., 2021). These
works are also closely related to robust algorithms (Makarychev et al., 2014) and certified
algorithms (Makarychev and Makarychev, 2020), as well as to an interesting connection
between stability and independent systems/matroids (Chatziafratis et al., 2017).

In Chapter 3, we apply the Bilu-Linial stability assumption to non-center-based clus-
tering. For a clustering instance, we model perturbations to the input as multiplicative
changes to the metric d. Informally, a y-perturbation means we can change the distance
between any pair of points by a factor up to 7, and by convention v > 1. Closely related to
our work, there have been extensive research on center-based clustering, with polynomial
time algorithms for k-medians objective, first for v > 3 (Awasthi et al., 2012), then v > 2.41
(Balcan and Liang, 2016), and finally 7 > 2 for general center-based objective (Angelidakis
et al., 2017). On the other hand, there are hardness results for v < 2 (Ben-David and

Reyzin, 2014; Balcan et al., 2020).
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1.4.3 Semi-Random Model

Many machine learning problems have been studied under distributional analysis, where
we assume inputs come from some probability distribution, and the algorithms are designed
and evaluated based on “good-on-average performance” (Roughgarden, 2019) with respect
to fully random inputs from the distribution. However, this approach can be brittle to
model mis-specification and input contamination. The semi-random model combines the
random (average-case) inputs and adversarial (worst-case) inputs, and the goal is to design
more robust algorithms that do not fully rely on distributional input assumptions. In this
thesis we consider semi-random models with a “monotone adversary”: we assume first the
inputs are generated according to a probability distribution, then an adversary can modify
the inputs in a restricted, sometimes even “helpful”, manner.

First introduced by (Blum and Spencer, 1995), the semi-random model has been studied
for various graph problems (Feige and Kilian, 2001; Perry and Wein, 2017; Mathieu and
Schudy, 2010; Makarychev et al.; 2012). Previously the work of (Cheng and Ge, 2018)
applied the semi-random model to the matrix completion problem, and (Kelner et al.,
2023a) studied sparse vector recovery, which are closely related to the matrix recovery
problems we study in this thesis.

In Chapter 4 we consider variants of the matrix completion problem in the semi-random
model. Unlike the traditional uniform observation model, where each entry is observed in-

dependently with probability p, here we assume each entry is observed with some unknown
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probability at least p, and can otherwise be arbitrary. Equivalently, one may view the
process as first sampling indices of the matrix uniformly at random, then an adversary
can augment the samples with arbitrary additional indices. In Chapter 5 we turn to the
matrix sensing problem, where in addition to the original sensing matrices, the adversary
can add arbitrary sensing matrices along with their corresponding measurements. For both
problems, the regularity conditions provided by fully random model are no longer guar-
anteed under the semi-random model, which poses challenges to the efficient nonconvex
approaches, since there could be spurious local optimum in the optimization landscape

without these regularity conditions.



CHAPTER 2

LEARNING-AUGMENTED ALGORITHMS FOR BOOLEAN

SATISFIABILITY

2.1 Introduction

The Boolean satisfiability problem (SAT) is a cornerstone of computational complexity
theory and algorithmic research. Given a Boolean formula over variables that can take
values true or false, the task is to decide whether there exists an assignment of these
variables that makes the formula evaluate to true. SAT is most commonly studied in
its conjunctive normal form (CNF), where the formula is represented as a conjunction of
clauses, each clause being a disjunction of literals (a variable or its negation). The restricted
case where each clause contains at most k literals is known as k-SAT. SAT was the first
problem proven to be NP-complete, via the Cook-Levin theorem (Cook, 1971; Levin, 1973),
with 3-SAT often serving as its canonical example (Karp, 1972). This foundational result
implies that any problem in NP can be efficiently reduced to SAT, making it a central object
in the study of computational intractability, reductions, and practical solving techniques.

Since polynomial-time algorithms that solve all instances of SAT optimally are unlikely
to exist unless P # NP, alternative approaches are necessary. One approach is to abandon
the requirement of polynomial runtime and seek exponential-time algorithms that, while

still exponential in the worst case, are faster than exhaustive search. For k > 3, let

13
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cx > 1 be a constant such that k-SAT can be solved in time O*(cg)", where n is the
number of variables in the given k-SAT instance and O*(-)" hides polynomial factors. A
well-known conjecture proposed by (Impagliazzo and Paturi, 2001), called the Exponential
Time Hypothesis (ETH), posits that 3-SAT cannot be solved in sub-exponential time, i.e.,
cs > 1. A positive answer to this conjecture would imply that P # NP. A stronger
conjecture proposed by (Calabro et al., 2009), known as the Strong Exponential Time
Hypothesis (SETH), claims that limg_,o cx = 2.

Another canonical variant of the Boolean satisfiability problem is its optimization coun-
terpart, MAX-SAT, where the objective is to determine the maximum number of clauses
that can be satisfied by any assignment. Since MAX-SAT generalizes the decision prob-
lem SAT, it is also computationally intractable unless P = NP. One approach to tackling
this problem is to design polynomial-time approximation algorithms. However, it is com-
putationally hard to compute an approximate solution that satisfies a number of clauses
arbitrarily close to the optimal. More precisely, MAX-SAT is APX-complete, indicating
that it does not admit a polynomial-time approximation scheme (PTAS) unless P = NP
(Feige and Goemans, 1995; Arora and Safra, 1998; Arora et al., 1998; Hastad, 2001). There-
fore, there has been extensive study to find the best possible approximation factors for this
problem, particularly for MAX-k-SAT | the restricted case of MAX-SAT where each clause
contains at most k literals.

There has been extensive research on SAT beyond worst-case performance, including

random (average-case) (Selman et al., 1996) and semi-random models (Roughgarden, 2021,
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Section 9), smoothed analysis (Feige, 2007), stability analysis (IKun and Reyzin, 2014, Sec-
tion 2), parameterized complexity (Roughgarden, 2021, Section 2), and SAT-solver heuris-
tics such as DPLL and CDCL (Roughgarden, 2021, Section 25). We focus on the emerging
paradigm of learning-augmented algorithms (Mitzenmacher and Vassilvitskii, 2022), also
known as “algorithms with predictions”. In this paradigm, a machine learning method
provides a prediction (or “advice”) about the input or the optimal solution, and the al-
gorithm uses this prediction to improve its performance, with guarantees that depend on
the accuracy of the prediction. This approach has been applied to numerous algorithmic
tasks, particularly NP-complete problems such as MAX-CUT, MAX-k-LIN, Independent
Set and Clustering, among others (Ghoshal et al., 2025; Cohen-Addad et al., 2024; Braver-
man et al., 2024; Bampis et al., 2024; Dong et al., 2025; Bampis et al., 2025; Ergun et
al., 2021; Gamlath et al., 2022; Nguyen et al., 2023). This paper focuses on studying the
canonical NP-complete problem of SAT.

2.1.1 Problem Formulation

Let ¢(z) = C1 ACo2 A--- ACy, be a Boolean formula in conjunctive normal form (CNF)

over variables x = x1,xo, ..., T,, consisting of m clauses C1,Co, ..., Cp,.

Definition 2.1.1 (SAT). The Satisfiability Problem asks whether there exists a truth as-
signment o : {x1,...,x,} — {0,1} to a CNF formula ¢ such that ¢(x)|, = 1, i.e., all

clauses C; are satisfied under o. When each clause in ¢ contains at most k literals, the
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problem is referred to as k-SAT. If every clause contains exactly k literals, it is known as

MAX-Ek-SAT.

Definition 2.1.2 (MAX-SAT). Given a CNF formula ¢, the MAX-SAT problem seeks a
truth assignment o : {x1,...,xn} — {0,1} that mazimizes the number of clauses C; for
which Cy|, = 1, i.e., the number of clauses satisfied by . When each clause in ¢ contains at

most k literals, the problem is referred to as MAX-k-SAT. If every clause contains exactly

k literals, it is known as MAX-Ek-SAT .

Let * = {z7,...,2}} be a fixed optimal solution to either SAT or MAX-SAT. We
consider two models of advice: one provides full certainty on a subset of the values in z*,

and the other offers noisy information about all values in z*.

Definition 2.1.3 (Subset Advice). The subset advice consists of a random subset of in-
dices S C {1,...,n} along with the ground-truth assignment x* restricted to these indices

{z}}ics, where each i is included in S independently with probability € for all i =1,... n.

Definition 2.1.4 (Label Advice). The label advice is an assignment T € {0,1}" that
contains noise relative to a ground-truth optimal assignment x*. For each i = 1,...,n,

independently, we have

1+e€

xy with probability ~5<,

1—e
5 -

1 —=x  with probability
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It is important to note that the randomness in the label advice is sampled once and
fixed (i.e., the oracle returns the same answer if queried multiple times), which is standard
in the literature on learning-augmented algorithms. Otherwise, one could trivially boost
the algorithm’s probability of success. See the discussion of persistent vs. non-persistent
noise in (Braverman et al., 2024).

Moreover, as noted by (Ghoshal et al., 2025), the subset advice model is stronger than

the label advice model, since label advice T can be simulated given subset advice.

2.1.2 Our Contributions

Under the learning-augmented framework, we study the SAT and MAX-SAT problems
with advice. Here, we highlight our contributions and provide a road map of the paper.

In Section 2.2, we study the decision problem of k-SAT with advice and improve the
running time of state-of-the-art algorithms. Specifically, we incorporate subset advice
into a family of algorithms known as PPZ (Section 2.2.1) and PPSZ (Section 2.2.2). As
both algorithms run in exponential time in the worst case, we present our results as im-

provements on the base constant of the exponent, summarized in Table 1. For PPZ, we

=

improve the running time from 20-%) to 2(1_%11_—56 )(1_6), and for PPSZ we improve the

c(e,k)

base of the exponent by a multiplicative factor of 2~ , where c(e, k) > 0. In particular,

2229~ 1+o(D) gor ¢ <

for 3-SAT the base constant of the exponent becomes 2(ﬁ
comparing to 22In2-1+0(1) without advice, and when ¢ > 1 /2, the running time becomes

sub-exponential. We also provide a hardness result for 3-SAT with subset advice under

ETH (Section 2.2.3).
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In Section 2.3, we study the optimization problem of MAX-SAT and its variants MAX-
k-SAT, aiming to improve the approximation factors of polynomial-time algorithms. With
subset advice (Section 2.3.1), we show that any a-approximation algorithm for a variant of
MAX-SAT can be turned into an approximation of a+ (1 — «)e by incorporating the subset
advice in a black-box fashion. To complement this result, we establish hardness of approx-
imation for MAX-3-SAT with subset advice, assuming Gap-ETH (Section 2.3.2). With
label advice, we focus specifically on the MAX-2-SAT problem (Section 2.3.3), extending
the quadratic programming approach for MAX-2-LIN from (Ghoshal et al., 2025) to ob-
tain a near-optimal approximation for instances whose average degree exceeds a threshold
depending only on the amount of advice.

Comparison to prior work. Under the subset and label advice models, the recent
works of (Ghoshal et al., 2025) and (Cohen-Addad et al., 2024) both study closely related
problems: MAX-CUT, MAX-£-LIN, and MAX-2-CSP. In particular, (Ghoshal et al., 2025)
studies MAX-k-LIN for k = 2,3,4, which includes MAX-CUT as a special case. For
their positive results, they design algorithms in the weaker label advice model and give
near-optimal solutions to MAX-2-LIN, under the assumption that the instance has large
average degree. For their negative results, they show conditional hardness for MAX-3-LIN
and MAX-4-LIN in the stronger subset advice model. The work of (Cohen-Addad et al.,
2024) provides positive results in both advice models. With label advice, they achieve an
acw + Q(e) approximation for MAX-CUT and MAX-2-CSP based on a notion of “wide”

and “narrow” graphs and their respective properties. Notably, their label advice model
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assumes only pairwise independence, whereas both ours and (Ghoshal et al., 2025) assume
mutual independence. With subset advice, they achieve agw + Q(€?) and agr + Q(¢)
approximations for MAX-CUT'. Both of these works study the optimization problem, but

not the decision problem.

2.1.3 Related Work

Learning-augmented algorithms. The idea of using additional information, such as a
prediction about the future or a suggestion about the solution, to improve an algorithm’s
performance originated in the field of online algorithms (Devanur and Hayes, 2009; Vee et
al., 2010). The formal framework was introduced by Lykouris and Vassilvitskii (Lykouris
and Vassilvitskii, 2021), who defined the key notions of consistency and robustness for
evaluating algorithm performance. Consistency refers to improved performance when the
predictions are accurate, while robustness ensures that the algorithm performs comparably
to a standard, prediction-free algorithm even when the predictions are unreliable. Numer-
ous algorithmic problems have been studied in this framework, including caching, paging,
the ski rental problem, online bipartite matching, scheduling, load balancing, and online
facility location (Purohit et al., 2018; Mitzenmacher, 2020; Lattanzi et al., 2020; Rohatgi,
2020; Wei and Zhang, 2020; Lykouris and Vassilvitskii, 2021; Antoniadis et al., 2023).
For broader context, see the survey (Mitzenmacher and Vassilvitskii, 2022) and the online

database of papers in the field (Lindermayr and Megow, 2025).

lagw = 0.878 (Goemans and Williamson, 1994), agr = 0.858 (Raghavendra and Tan, 2012).
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SAT. Improvements over exhaustive search in the worst case were achieved by a family
of deterministic algorithms based on branching (Monien and Speckenmeyer, 1985; Schier-
meyer, 1993; Rodosek, 1996; Kullmann, 1999). Another family of algorithms is based on
local search, initiated by the randomized algorithm of (Schoning, 1999), and later improved
(and in some cases derandomized) by subsequent works (Hofmeister et al., 2002; Baumer
and Schuler, 2003; Iwama and Tamaki, 2004; Moser and Scheder, 2011; Liu, 2018). A
third family of randomized algorithms is based on random restrictions, initiated by Paturi,
Pudlak and Zane (Paturi et al., 1997) and Paturi, Pudlék, Saks, and Zane (Paturi et al.,
2005), known as the PPZ and PPSZ algorithms. (Hertli, 2014a; Hertli, 2014b) improved
the analysis of PPSZ, which was later simplified by (Scheder and Steinberger, 2017) and
slightly improved by (Qin and Watanabe, 2020). A variant of PPSZ, named biased PPSZ,
was introduced by Hansen, Kaplan, Zamir, and Zwick (Hansen et al., 2019), and an im-
proved analysis of PPSZ by (Scheder, 2024) currently represents the state of the art, with
1.307™ for 3-SAT.

MAX-SAT. (Goemans and Williamson, 1994) achieved a significant breakthrough by in-
troducing a semidefinite programming (SDP) relaxation combined with randomized round-
ing, resulting in a 0.878-approximation algorithm for MAX-2-SAT. Building upon this,
(Feige and Goemans, 1995) improved the approximation ratio to 0.931 by applying a ro-
tation method prior to randomized rounding. (Zwick, 2000) further refined the analysis of
these algorithms. Subsequently, (Matuura and Matsui, 2001) improved the approximation

ratio to 0.935 by employing a skewed distribution during the rounding phase. Finally,
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Lewin, Livnat, and Zwick (Lewin et al., 2002) combined these techniques (SDP relax-
ation, rotation, and skewed distribution rounding) to develop an algorithm achieving a
0.940-approximation for MAX-2-SAT. Under the Unique Games Conjecture (UGC), this
0.940-approximation is proven to be optimal, indicating that no polynomial-time algorithm
can achieve a better approximation ratio for MAX-2-SAT unless the UGC is false (Brak-
ensiek et al., 2024; Austrin, 2007). Assuming only that P # NP, the best achievable
approximation ratio is approximately 0.954, as established by (Hastad, 2001).

A semidefinite programming relaxation technique was also applied to MAX-3-SAT,
where (Karloff and Zwick, 1997) achieved a 7/8-approximation algorithm®. For the case
where each clause contains exactly three literals (MAX-Ek-SAT), (Johnson, 1973) showed
that a simple random assignment achieves a 7/8-approximation as well. (Hastad, 2001)
later proved that this is optimal, showing that no polynomial-time algorithm can achieve
a better approximation ratio unless P = NP. For the general MAX-SAT problem, the
current best-known approximation factor is 0.796, obtained by Avidor, Berkovitch, and
Zwick (Avidor et al., 2005).

2.2 Improvements on the Running Time of the Decision Problem

In this section, we show how subset advice can improve the running time for £-SAT using

algorithms in the family of “random restriction algorithms” (Paturi et al., 1997; Paturi et

IThis guarantee holds for satisfiable instances, and there is strong evidence suggesting the algo-
rithm achieves the same approximation ratio for unsatisfiable instances as well.
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al., 2005; Hansen et al., 2019; Scheder and Steinberger, 2017), initiated by the influential
PPZ algorithm by Paturi, Pudlak, and Saks. We start with the relatively straightforward
PPZ algorithm (Paturi et al., 1997), and then dive into the more involved PPSZ algorithm
(Paturi et al., 2005; Hertli, 2014a). A summary of existing results and our improvements

can be found in Table I.

Original Subset Advice
_9l—-1/k
o =217 ) < (179
¢, < ¢
PPZ c3 ~ 1.587

Theorem 2.2.1
(Paturi et al., 1997)

o = 21 Beto(l) for € < %: ¢, = Ck - 27%, where € > ¢, >0

PPSZ c3 =~ 1.308 for e > k=2 ¢} = 2°(1) | sub-exponential time

(Paturi et al., 2005) Theorem 2.2.2

TABLE I: Exact exponential-time algorithms for k-SAT.
All algorithms are of the form O*(c)"™, where O*(-)" hides polynomial factors. Ry and ¢
are constants depending on k. See Equations (2.1) and (2.2) for details.

We consider the Unique-k-SAT problem (i.e., instances with at most one satisfying
assignment) for simplicity. According to (Hertli, 2014a; Scheder and Steinberger, 2017;
Scheder, 2024), Unique-k-SAT bounds can be lifted to general k-SAT with multiple satis-

fying assignments. In particular, the generalization from (Hertli, 2014a) use the results on
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Unique-k-SAT in a black-box fashion and show that the same bounds hold for k-SAT, there-
fore we analyze the improvements on Unique-k-SAT, and our results apply to k-SAT as
well. (Cf. Theorems 1, 2, 7 (Hertli, 2014a) and Theorem 11 (Scheder and Steinberger,
2017).)

In Algorithm 2.1 (Paturi et al., 1997; Hertli, 2014a), we incorporate the subset advice

into both PPZ and PPSZ: with inputs S = & (i.e. € = 0) and D = 1, Algorithm 2.1

recovers the PPZ algorithm; with inputs S = & (i.e. e=0) and D = o (kfgLn), Algorithm
2.1 recovers the PPSZ algorithm. We use the notation ¢ = ¢|, to denote reducing a formula

¢ based on some partial assignment o, i.e., given ¢ and o, remove the clauses satisfied by

variables in o as well as literals set to false by o.

Algorithm 2.1: PPZ/PPSZ with subset advice (Paturi et al., 1997; Hertli, 2014a)
Input: (i) k-CNF formula ¢ where V' is the set of variables in ¢, (ii) random
subset advice S where each variable is included with probability e, (iii)
implication parameter D, (iv) number of iterations 7.
Initialize: Let o be the empty assignment on V.
1. For each assignment b € {0, 1} for variable x; in S, let o(x;) = b and ¢ = ¢|,.

2. Choose a random permutation 7 of the remaining variables.
3. For each variable z; in the order of 7:
e Enumerate over all sets of D clauses: if the value of z; is forced to be
b € {0,1} by some of these sets (given previously assigned variables), then set
0-(1"2) =band ¢ = qb‘a-
e Else, set o(x;) =0 or 1 uniformly at random and ¢ = ¢|,-.

4. If o is a satisfying assignment, return o. Otherwise, repeat steps 2-3 at most T’
times. If a satisfying assignment was not found, return “unsatisfiable”.
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2.2.1 PPZ Algorithm for k-SAT With Subset Advice

First, we briefly introduce some analysis of the PPZ algorithm. Although the original
analysis of PPZ (Paturi et al., 1997) applies to general k-SAT, it is more involved, and
we adopt the simplified arguments summarized in (Hansen et al., 2019), which assume a
unique satisfying assignment.

Under the uniqueness assumption, each variable x; has a “critical clause” C,, where
the literal associated with x; is the only one set to true in the clause. The assignments of
variables are either “forced” or “guessed”: if a variable z; appears in the permutation 7
after all other variables in Cy,, that is, if during the execution of the algorithm there exists
a unit clause involving x; or Z;, then z; is forced, and its literal is set to true. Since the
permutation is random, the probability that x; is forced is at least 1/k. If the variable is
not forced, then it is guessed uniformly at random. The running time improves when more
variables are forced.

Denote by G(7) the number of guessed variables given the order of 7. If the formula is
satisfiable, we can lower bound the success probability of one iteration of the randomized

algorithm
Pr[All guessed variables are correct] = E, [2_(;(”)} > 9 ExlG(m)],

which follows from Jensen’s inequality. Note that we can analyze the probability of each

variable being guessed individually. We repeat this process for T' = O* (2“5’r [G(“)]) iterations
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to succeed with high probability, ensuring a Monte Carlo algorithm guarantee. Alterna-
tively, we can have a Las Vegas algorithm that is always correct, but its running time
becomes a random variable with expectation 7. Thus, without advice, the running time is
shown to be O* (2(17%)”) In the following Theorem, we show that the running time can

be improved exponentially with subset advice.

Theorem 2.2.1 (PPZ (Paturi et al., 1997) with subset advice). Consider the decision
problem of k-SAT. Given subset advice S where each variable is included independently with

probability e, the running time of the PPZ algorithm O*(cx)™ can be improved exponentially,
k

11166 (176)

1—1
in particular, the base constant becomes ¢j, = 2( i , comparing to cx = 2(1-%)

without advice.

Proof. We upper bound E, [G(7)] by analyzing the probability of a variable being forced

in PPZ with subset advice:

P, [xz; ¢ S and is forced|

> Prlxz; ¢ S, and all the other variables in Cy, either in S or appear in 7 before z;]

k—1
k—1\ o1
> ( )67 (1 — )k P (where j variables in this clause appear in S)
1

=\ -/
k—
2 (5)ea-a
:—Z (1 —¢e)
kao J
k

i
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Therefore E-[G(m)] = (1—€)n—1 (1 — ¥) n = n(1—e¢) (1 - %ﬁ‘f:). The base constant
k

)(175 . 1—1
. Comparing to ¢, = 2" %
of the original PPZ algorithm, we have exponential improvement on the running time

depending on the advice. ]

2.2.2 PPSZ Algorithm for k-SAT With Subset Advice

The PPSZ algorithm improves upon the PPZ algorithm by introducing a preprocessing
step called “D-bounded resolution” (Paturi et al., 2005), which was later relaxed to a
concept called “D-implication” in an adapted version of PPSZ by (Hertli, 2014a), which
we adopt here. The idea is that a variable can be forced even if not all the variables in
the critical clause appeared before it (as analyzed in PPZ). In PPSZ, we force a value for
a variable by enumerating over all sets of D clauses to check whether the variable takes
the same value in all satisfying assignments consistent with these D clauses. If so, the
variable is forced to this value, otherwise, we guess randomly. The probability of a variable
being forced increases compared to PPZ, which leads to a better running time. We take
D = D(n) to be a slowly growing function of n, e.g., D = o(ﬁ), so that the enumeration
still runs in reasonable time.

First we summarize the analysis of the PPSZ algorithm (Paturi et al., 2005). We choose
the random permutation indirectly. For each variable, we choose a uniformly random
r € [0, 1] representing its “arrival time”, and we determine the order in the permutation by

sorting the arrival times. The reason is that the arrival times are completely independent,
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in contrast to choosing a random permutation directly, where the positions of two variables
are not independent.

By summarizing Lemma 6,7,8 (Paturi et al., 2005), we get
. ! (4) _ ()
Prlx; is forced] > [ Ry(r)dr — A7 = R — A7, (2.1)
0

k—1

where Ry (r) is the smallest nonnegative solution R to (r +(1- r)R) = R and Ry, :=
fol Ry(r)dr. It is shown that Ry(r) is strictly increasing for r € [0, %}, and Ry(r) =1 for
re {%, 1] . The asymptotic error of convergence satisfies 0 < A,gd) < m where d
is the minimum hamming distance between satisfying assignments. Assuming uniqueness,
A,(Cd) = 0o(1), and goes to 0 as D goes to infinity.

It is shown that Ry = = ijl G ) for k > 3. Similarly to the PPZ algorithm,
we perform T = O* (2Ex[¢(M]) iterations, where here E.[G(7)] = n (1 — Ry + A](cd)>. For
k = 3, we can explicitly evaluate R3 =2 — 2In2, and T = O* (2(2 IHQ*HO(U))n.

In Theorem 2.2.2 we show that we can improve the running time for k-SAT with subset

advice, then we state the result explicitly for 3-SAT in Corollary 2.2.3.

Theorem 2.2.2 (PPSZ with subset advice for k-SAT). Consider the decision problem

of k-SAT and suppose without advice the PPSZ algorithm runs in time O*(ck)™. Given

subset advice S with 0 < € < % we improve the base constant of the running time to

1’
¢, = Cp - 27, where €, = € — f0€ Ry(r)dr. In particular, € > ¢, > 0. For e > {=f, the

running time becomes O*(2°0"), i.e. sub-exponential.
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Proof. We follow similar arguments as in the proof of (Paturi et al., 2005) for general k > 3.
For each variable in the permutation, we associate it with a uniformly random r € [0, 1]
which represents its “arrival time” according to m. Following Lemma 6,7,8 (Paturi et al.,

2005),
t~ d
Pr[x; ¢ S and is forced] > (1 —¢) </ Ry(r)dr — A](c )) ’
0

where Ry (r) is the smallest nonnegative solution R to [e +(1—¢) (r +(1- r)]jz)] - R.

Comparing to the equation for R, here each branch in the “critical clause tree” is more
likely to be cut by time r due to the advice: if the variable associated with the branch is
in the subset advice, the branch is cut, otherwise the original recursive expression applies.
Observe that by a change of variable with u = g(r) = ¢ + (1 — €)r, we can replace Rjy(r)
with Rj,(u), the the smallest nonnegative solution to R = [u + (1 — u)R]* !, which has the

same form as in the original PPSZ.
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We evaluate the probability of a variable being forced and the value of E.[G ()],

1 —~—
Pr[z; ¢ S and is forced] > (1 —¢€) (/ Ry (r)dr — AE?)
0
e d
> / Ro(r)(1 — e)dr — A
0
g~ (1) . (@)
= [, ot )i A
g 1(e

1
_ / Ri(u)du — ALY

E,[G(n)] = n {(1 —e) — (Rk — Al /O Rk(r)dr>]

n (1 R+ AP - ek> , (2.2)

where €, = € — [ R(r)dr. Since 0 < Ry(r) < 1 for r € [O, %}, for e < % we have

(d) . . . .
€ > ¢, > 0. Compare to ¢ = 2" FxT8." without advice, the improved base constant is

¢l = Cp - 27k,

Notably, in the original PPSZ, variables arrive “late” in the permutation with r &€

[%, 1] are forced almost surely. Given subset advice with e > %, if a variable is not

included in the advice, the probability that it is forced goes to 1. Under the uniqueness
(d)

assumption we have A, = o(1), so Ex[G(7)] becomes o(n), i.e., a sub-linear number of

variables are guessed, resulting in sub-exponential running time. Refer to (Paturi et al.,
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2005; Hertli, 2014a) for more rigorous analyses on PPSZ as well as discussions in (Hansen

et al., 2019). |

Corollary 2.2.3 (PPSZ with subset advice for 3-SAT). Consider the decision problem of
3-SAT . Given subset advice S where each variable is included independently with proba-
bility €, the running time of the PPSZ algorithm O*(cp)™ can be improved exponentially, in

—+21n (2—2¢)—1+o(1

particular, the base constant becomes c3 = 2( m) fore < s compam'ng to

c3 = 22m2-1+0() without advice, and for e > %, the running time becomes O*(2°(")), i.e.

sub-exponential.

k—1
Proof. Recall that Ry(r) is the smallest nonnegative solution R to (7‘ +(1— T)R) =R.

Now we focus on the case that k = 3 and solve for R3(r),

T 2 O< <1
i =Tr>3

Rs(r) =
1 1<r<i1

Then we evaluate e3,

(11+21n 1—6)—1+6>

1
1-—

(1—¢)+1.



31

Now we apply Theorem 2.2.2. Recall that without advice R3 = 2 — 2In2 and c3 =

92In2-1+0(1) " therefore

cg =c3-27%
_ 22 In2—140(1)—e3

_ 2(ﬁ+21n (2—25)—1+o(1))_

2.2.3 Hardness of 3-SAT With Subset Advice

We state a hardness result for 3-SAT given subset advice assuming the Exponential

Time Hypothesis (ETH) below.

Conjecture 2.2.4 (ETH (Impagliazzo and Paturi, 2001)). There exists § > 0 such that

no algorithm can solve 3-SAT in O(2°") time where n is the number of variables.

Theorem 2.2.5 (Hardness of 3-SAT with subset advice). Assuming the ETH, there exists
€o > 0 such that for all € < €g, there is no sub-exponential time algorithm for 3-SAT given

subset advice where each variable is included with probability €.

Proof. Let ¢y < §, where 9 is the constant in the ETH. Suppose there is an algorithm that
runs in sub-exponential time f(n) and solves 3-SAT given subset advice with parameter

€ < ¢9. Fix a subset of size en, we can simulate a subset advice by enumerating all possible
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assignments then run the algorithm, thereby solving 3-SAT in time O(2- f(n)) < O(2°"),

contradicting ETH. [ |

2.3 Improving the Approximation Factor for the Optimization Problem

In this section we study the optimization problem of MAX-SAT with advice in order to
improve the approximation factors of polynomial time algorithms. First we show that by
incorporating the subset advice in a black-box fashion into any approximation algorithm,
we gain an {)(e) improvement over the original approximation factor. Then we focus on
MAX-2-SAT with label advice. Inspired by the work of (Ghoshal et al., 2025), we extend
their work on MAX-2-LIN and adapt their techniques to the more general problem of

MAX-2-SAT.

2.3.1 MAX-SAT With Subset Advice

Given a subset advice S, we incorporate it into an approximation algorithm with the

following two-step process, and state the performance guarantee in Theorem 2.3.1.
1. Set the variables in S based on the advice, remove all satisfied clauses and unsatisfied
literals;
2. Run the approximation algorithm of choice on the reduced instance.
Theorem 2.3.1 (MAX-SAT with subset advice). Consider a MAX-SAT instance and

an a-approrimation algorithm. Suppose we have subset advice S where each variable is

included independently with probability €, then the approximation ratio can be improved to
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a+(1—a)e.
In particular, the approximation ratio for MAX-SAT is at least 0.796 4+ 0.204¢ based on

a > 0.796 achieved by (Avidor et al., 2005).

Proof. Given a MAX-SAT instance with m clauses on n variables, suppose m* < m
clauses are satisfied in an optimal assignment z*. For any clause that is satisfied in OPT,
we assume (pessimistically) that the clause is satisfied by exactly one of its literals in x*.
Given subset advice S, where each variable is included independently with probability e,
each literal’s assignment in OPT is revealed with probability e. In particular, the satisfied
literal is revealed with probability e, which reduces this clause. In expectation, step 1
reduces em™ of the satisfiable clauses. In step 2, (1 —¢€)m* of the satisfiable clauses remain,
and an a-approximation algorithm will satisfy at least a(1 — €)m™* of them.

In total, the number of satisfied clauses is at least em™ + a(1 — ¢)m™*, and the approxi-

mation ratiois &’ = e+ a(l —¢) =a+ (1 — a)e. |

Our result for MAX-SAT holds in general for the optimization problem of Boolean
satisfiability, including MAX-2-SAT | MAX-3-SAT , and the performance ratio depends
on the state-of-the-art approximation algorithm for the specific problem, as stated by the

following corollaries.

Corollary 2.3.2 (MAX-2-SAT with subset advice). Given subset advice S where each vari-
able is included independently with probability €, the approzimation ratio for MAX-2-SAT is

at least 0.940 + 0.06¢ based on o > 0.940 achieved by (Lewin et al., 2002).



34

Corollary 2.3.3 (MAX-3-SAT with subset advice). Given subset advice S where each vari-
able is included independently with probability €, the approximation ratio for MAX-3-SAT is
at least % + %e where a > % for fully satisfiable instances according to (Karloff and Zwick,

1997)L.

Without advice, the corresponding inapproximability bound assuming P £ NP is 0.9545
for MAX-2-SAT and I for MAX-3-SAT (even on fully satisfiable instances) (Hastad, 2001).
Assuming the Unique Games Conjecture, the 0.940 approximation for MAX-2-SAT is op-
timal (Brakensiek et al., 2024).

2.3.2 Hardness of MAX-3-SAT With Subset Advice

We state a hardness result for MAX-3-SAT with subset advice below, assuming the Gap
Exponential Time Hypothesis (Gap-ETH). Alternatively, instead of assuming Gap-ETH,
we could assume the Exponential Time Hypothesis (ETH) together with the Linear-Size

PCP Conjecture (cf. (Dinur, 2016; Manurangsi and Raghavendra, 2016)).

Conjecture 2.3.4 (Gap-ETH (Dinur, 2016; Manurangsi and Raghavendra, 2016)). There
exist constants 8,7 such that given MAX-3-SAT instance ¢, no O(2°™)-time algorithm can
distinguish between the case that sat(¢) = 1 and the case that sat(¢) < 1 — -y, where sat(¢)

denotes the maximum fraction of satisfiable clauses.

L1t is conjectured that o > % holds for arbitrary MAX-3-SAT instances as well.
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Theorem 2.3.5 (Hardness of MAX-3-SAT with subset advice). Assuming the Gap-ETH,
there exists ey = €o(d,y) > 0 such that for all € < €y, there is no sub-exponential time algo-
rithm for MAX-3-SAT given subset advice with parameter €, such that given a satisfiable

instance returns a solution that satisfies at least a (1 — ~y)-fraction of the clauses.

Proof. Let ¢g < 0 in the Gap-ETH. Suppose there is an algorithm that runs in sub-
exponential time f(n), and given a fully satisfiable instance of MAX-3-SAT as well as a
subset advice with parameter € < e, returns a solution satisfying at least a (1 —~)-fraction
of the clauses. Given input ¢, we fix a subset of size en and simulate a subset advice
by enumerating all possible assignments, then run the algorithm. If ¢ is fully satisfiable,
eventually we will get a solution satisfying at least a (1 — )-fraction of the clauses; on
the other hand, if sat(¢) < 1 — v, no solution can satisfy a (1 — 7)-fraction, thereby we
can distinguish between the two cases in time O(2 - f(n)) < O(2°"), contradicting Gap-

ETH. |

2.3.3 MAX-2-SAT With Label Advice

Given a label advice to an optimization problem, we first evaluate the performance of
directly adopting the advice as a solution. Suppose we are given a label advice z to a
MAX-EE-SAT problem based on a ground-truth optimal assignment z*. Consider a clause

C satisfied by x*. We assume the worst-case where exactly one literal in C' is set to true
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by x* to obtain a lower-bound on the probability of C' being satisfied by z, which gives us

the approximation factor,

1—c¢ 1+€ ol
ap, > Pz[C is satisfied by z | C is satisfied by x*]:l—( 2 >< 2 ) '

For comparison, let 85 denote the approximation factor of a random assignment, where
B =1-— 2% Unlike subset advice, the direct application of label advice does not imme-
diately improve approximation performance. On the one hand, for £k = 2, following the
advice improves upon random assignment (ag > f2), but does not surpass the current
best approximation ratio of 0.94 unless ¢ > 0.872. Moreover, for k > 3, unless € is suffi-
ciently large, following the label advice does not even outperform random assignment. For
example, ag < (3 unless € > 0.618.

This motivates more refined methods for incorporating label advice, and in this section
we focus exclusively on the MAX-2-SAT problem. We take inspiration from the prior work
of (Ghoshal et al., 2025) on the closely related MAX-CUT and MAX-2-LIN problems, which
can be viewed as special cases of MAX-2-SAT via reduction. We modify the algorithm of
(Ghoshal et al., 2025) and adapt their analysis to achieve similar results for MAX-2-SAT.

Given a MAX-2-SAT formula ¢ with m clauses and n variables, we consider the 2n
literals corresponding to the variables, i.e., pad the variables with 11, ..., z2,, and replace
T; with z,,4; in ¢. Following the convention of (Zwick, 2000) and (Lewin et al., 2002), we

define a vector y € {—1,1}?"*! with respect to an assignment on literals z € {0,1}?" in
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the following way: fix yo = 1 representing “false”, and for i = 1,...,2n: y; = 1 if ; = 0,
yi = —1if z; = 1.
Define the adjacency matrix on the 2n literals with an additional row and column of 0

at index 0 to match the dimension of y, i.e., A € RGnHDx2n+1) where

1if (x \/l‘j) € ¢,
Ay =

0 otherwise.

Given y and A as defined above, the number of satisfied clauses equals to the integer

quadratic form formulated by (Goemans and Williamson, 1994):

4
(i.7)€d
3 1 1
AT Z (Yoyi + voy;) — 1 Z YiYj

(i.j)€d (i.j)€0
_3 —EZ -dl—1< Ay)  (where d; is the d f literal 4)
= 4m 1 YoY; s 3 Yy, Ay where a; 1S the degree ot literal ¢

1€[2n]

3 1
= Zm - gf(y)y

where f(y):=2 > yoyid; + (y, Ay). Note that d;’s are constants given ¢.
1€[2n]

In Algorithm 2.2, we modify the objective of the quadratic program from (Ghoshal et

al., 2025) with the quadratic form for MAX-2-SAT and the result is stated in Theorem
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2.3.6. The proof follows the analysis of (Ghoshal et al., 2025), and we include our modified

proof for completeness.

Algorithm 2.2: MAX-2-SAT with label advice (Ghoshal et al., 2025)
1: Input: (i) Adjacency matrix A € RZ»+1)x2n+1) " (3i) advice vector 3 € {—1,1}2+!
based on the advice T € {0, 1}".
2: Output: Solution z € {0,1}".
3: Solve the quadratic program:

min F(y,9) =2 ) yoyid; + (y, Ay/e) + [|Aly — 5/,
1€[2n]

subject to: yo =1, y; € [-1,1], ¥i = ~Yitn.

4: Round the real-valued solution y coordinate-by-coordinate to integer-valued solution
y € {—1,1}?>"*! such that f(y) < f(y).

5: Return  where z; = —y"z_l fori=1,...,n.

Theorem 2.3.6 (MAX-2-SAT with label advice). For an unweighted MAX-2-SAT instance,

suppose we are given label advice T with correct probability % and the instance has aver-
age degree A > () (6%), then Algorithm 2.2 finds solution T in polynomial time such that

at least OPT - (1 -0 (ﬁ)) clauses are satisfied in expectation over the randomness of

the advice.
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Proof. The proof follows from a chain of inequalities in expectation over the randomness

the advice.

1. f(y) < f(y), where y is the QP solution, and ¥ is the rounding of y. This follows

from the same argument as in (Ghoshal et al., 2025).

2. f(y) < F(y,y), where F(y,y) is the minimum value of the QP attained at solution
y. This step follows from Lemma 2.3.7, which is an extension of Claim 3.2 from

(Ghoshal et al., 2025).

3. F(y,y) < F(y*,y), where y* is the vector corresponding to the ground-truth optimal
solution x*. This step directly follows from the optimality of the QP solution y, and

the fact that y* is feasible to the QP.

4. F(y*,y) < f(y*) +m - O(ﬁ) This step follows from Lemma 2.3.8, which is an

extension of Lemma 3.3 from (Ghoshal et al., 2025).

Putting these together, and we may assume OPT > %m,

\Y
3
|

1

8

1, . 1
8f(3/)_m'0<6 A>

1
> OPT —OPT. 0O
N (6\/5)

corr (1-0(-1)) .
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Lemma 2.3.7. Fory e [-1,1]>""1, f(y) < F(y,7)-

Proof. This Lemma is a modified version of Claim 3.2 (Ghoshal et al., 2025), we include

a full proof for completeness.

fly) =2 Z yoyidi + (y, Ay)

i€[2n]

=2 yovidi + (y, AG/e) + (y, Ay — §/e))

1€[2n]

<2 yoyidi + (y, AG/e) + [yl oo - 1Ay = F/€)ly
i€[2n]

=2 yovidi + (y, AG/e) + | Aly — §/e)|
i€[2n]

= F(y,9),
where the inequality follows from Holder’s inequality. [ |

Lemma 2.3.8. E5[F(y*,7)] < f(y*) + 2y/mn.

Note that % mn=m - O( ) following the definition of A =

Proof. Let z = y* — y/e. First we calculate the mean and variance of y; and z;.

~ 1+e, 1—¢€ X “
Ely] = 5 Vi + 5 (—vi) = ey;,
]E[Z’L] _07
1+e, | 1—¢
E[Zf] = (yz 1/6) +7(y2 +yz/6) 62 .

2
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Consider

Eg[F (", )] =2 ) wiyidi + Eglly™, AG/e)] + Egl|| Az|l,]
1€[2n]

=23 yoyidi+ (y*, ABg[y/e]) + Eg|| A2||]
1€[2n]

=23 yoyidi + (", Ay*) + Egl|| Azl
1€[2n]

= [(y") + Egll|Az]],]

According to the proof of Lemma 3.3 (Ghoshal et al., 2025), the expectation term

Egll|Az]|,] < v2n Eg[||Az||,]

< Vony/E[2?] - |Al%

1—¢€2
2

<van 1Al 7
2

S —vmn,
€
since || A% = 2m. [ |

We formally define the MAX-2-LIN problem and show a folklore reduction to MAX-2-

SAT.

Definition 2.3.9 (MAX-2-LIN). In the (unweighted) MAX-2-LIN problem, we are given

a set of binary variables {z;}1'_y € {£1}" and m constraints of the form z; - zj = ¢;j where
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cij € {£1}. The goal is to find an assignment z € {£1}" that mazimize the total number

of satisfied constraints.

Given a MAX-2-LIN instance on n variables and m constraints, we can reduce it to

MAX-2-SAT on n variables and M = 2m clauses in the following way:

e For MAX-2-LIN constraint z; - z; = +1:

add 2 clauses in MAX-2-SAT: (z; V ;) A (Z7 V x);

e For MAX-2-LIN constraint z; - z; = —1:

add 2 clauses in MAX-2-SAT: (z; V z;) A (T; V T;).

This reduction preserves approximation as stated in Proposition 2.3.10 below, and given
label advice, our Theorem 2.3.6 is a generalization of Theorem 1.4 from (Ghoshal et al.,

2025).

Proposition 2.3.10. Under the reduction above, a (1 — O(6))-approximation to MAX-2-SAT

corresponds to a (1 — O(9))-approzimation to MAX-2-LIN.

Proof. Given a solution = to the MAX-2-SAT problem, we can translate it to a solution
z to the MAX-2-LIN problem by setting z; =1 if z; = 1, and z; = —1 if z; = 0.

Notice that in the reduction, for each of the constraint and its 2 corresponding clauses,
the constraint is satisfied if and only if both clauses are true, and the constraint is not
satisfied if and only if exactly one of the clauses is true. Therefore, #LIN = #SAT — m.

Denote the value of an optimal solution to MAX-2-LIN as m*, and the value of an optimal
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solution to MAX-2-SAT as M*, and notice that m* = M*—m. Given an assignment x that
satisfies (1 — O(9)) - M* clauses in MAX-2-SAT |, the number of constraints in MAX-2-LIN

satisfied by corresponding z is

#LIN = #SAT — m
=(1-00) M —m
=([1=0(9)) - (m"+m)—m
=(1-0(5)) -m*=0(35) -m

= (1—-0(9)) - m*, since we may assume m* = O(m).

Given label advice, our Theorem 2.3.6 is a generalization of Theorem 1.4 from (Ghoshal
et al., 2025). By mapping {—1,1} to {0,1}, an advice to the MAX-2-LIN instance can
be translated as an advice to the MAX-2-SAT instance with the same e. Furthermore,
the degree of the MAX-2-LIN instance is A = 27’” which is equal to the degree of the
MAX-2-SAT instance %, so the same average degree assumption applies to both problems
as well. Therefore we recover the solution to MAX-2-LIN and generalize the previous

results from the “symmetric” constraint satisfaction problems to “non-symmetric” SAT

problems. |
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2.4 Discussion

In this work, we showed how subset advice can be incorporated to improve the run-
ning time of algorithms for k-SAT that currently achieve the best known performance in
worst-case analysis. For the optimization problem MAX-SAT and its variants, we incorpo-
rated subset advice into any algorithm and showed that the approximation factor improves
linearly with the advice parameter. We also proved that, assuming ETH and Gap-ETH,
these are the best possible results for 3-SAT and MAX-3-SAT. Using label advice, we ob-
tained near-optimal results for MAX-2-SAT instances where the average degree exceeds a
threshold depending only on the amount of advice. This generalizes previous results for
MAX-CUT and MAX-2-LIN. Open questions regarding the label advice include designing
algorithms for k-SAT, as well as incorporating label advice into SDP-based methods to
solve more general problems of MAX-k-SAT. An interesting direction for future work is to
explore and compare different advice models, such as proving a formal separation between
the label and subset advice models as it is plausible that the label advice model constitutes
a weaker model. We would also like to explore a variation on the label advice model, where

we are allowed to make a few queries to an oracle with non-persistent noise.
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CHAPTER 3

NON-CENTER-BASED CLUSTERING UNDER BILU-LINTAL

STABILITY

This chapter was previously published as Non-Center-Based Clustering Under Bilu-
Linial Stability by Xing Gao and Lev Reyzin (Gao and Reyzin, 2025).

3.1 Introduction

In this paper, we give the first results on minimizing sum-of-diameters (MSD)
and also minimizing sum-of-radii (MSR) clustering under a stability assumption first
introduced by Bilu and Linial (Bilu and Linial, 2012) that is motivated by the observation
that many real-world NP-hard problems can be solved efficiently in practice. Informally,
Bilu-Linial stability assumes the optimal solution for a problem of interest does not
change under small perturbation of the input.

In particular, we give structural properties that show that single-linkage and complete-
linkage algorithms give exact solutions to 2-stable sum-of-diameters (MSD) instances, and
we show that instances that are strictly less than 2-stable are NP-hard under randomized
reductions. For the closely related problem of sum-of-radii clustering (MSR), we also
present some structural properties that allow the single-linkage algorithm to solve 2-stable

instances and the complete-linkage algorithm to solve 3-stable instances.

45
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Many problems have been studied under Bilu-Linial stability, including MAX-CUT (Bilu
and Linial, 2012; Makarychev et al., 2014), max independent set (Angelidakis et al., 2018),
and center-based clustering such as k-means, k-median (Awasthi et al., 2012; Balcan and
Liang, 2016; Angelidakis et al., 2017), k-center (Balcan et al., 2020) and min-sum (Ben-
David and Reyzin, 2014). Other metric based problems include the traveling salesman
problem (Mihalak et al., 2011) and the Steiner tree problem (Freitag et al., 2021). These
works are also closely related to robust algorithms (Makarychev et al., 2014) and certified
algorithms (Makarychev and Makarychev, 2020), as well as to an interesting connection
between stability and independent systems/matroids (Chatziafratis et al., 2017). Despite
extensive research on center-based clustering, the MSD and MSR problems, which possess
distinct, non-center-based structures, have yet to be analyzed under Bilu-Lineal stability.

The MSD and MSR problems are closely related and an exact solution to one is a
2-approximation to the other. Under a general metric, MSD and MSR are both known
to be NP-hard (Doddi et al., 2000; Gibson et al., 2010). There are various approximation
algorithms for these problems (see e.g. (Charikar and Panigrahy, 2001)), as well as exact
algorithms studied under different metrics (Behsaz and Salavatipour, 2015; Hansen and

Jaumard, 1987; Capoyleas et al., 1991; Gibson et al., 2012).

3.2 Preliminaries

Given a clustering instance (P,d) where P is a set of n points and d(-,-) is a metric

on P, we study the problem of dividing the points into k clusters {C1,...,C;} under a
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non-center-based objective, namely the MSD objective, where the goal is to minimize the

sum of diameters of all the clusters. The diameter of a cluster C is

C) .= d .
p(C) Jnax (z,y)

A closely related objective that minimizes the sum of radii is known as MSR, and the
radius is

C) = d
r(C) »= min max d(c, p).

Notice that a solution to MSR is a 2-approximation to MSD and vice versa, because for

each cluster we have r < p < 2r, and

i=k =k i=k j=k
DD i DR <Z2TJ’
=1 j=1 i=1 j=1

where 77, pi correspond to the radii and diameters of the optimal MSR or MSD solution,
and rj, p; correspond to any feasible solution.

We use dist(C1, C2) to represent the distance between two clusters, which is the distance
between the closest pair of points from each cluster, i.e.,

dist(C1, Cq) := aecr*IlanéCQd(a b).

We denote the optimal clustering as OPT := {C},...,C}} and its value as cost(OPT).
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We focus on the MSD problem under the notion of stability first introduced by Bilu
and Linial (Bilu and Linial, 2012), which is usually referred to as “perturbation resilience”

in the context of clustering (Awasthi et al., 2012).

Definition 3.2.1 (y-Perturbation). Given a clustering instance (P,d), we say a function
d : Px P —[0,00) is a y-perturbation of (P,d) if Va,y € P, we have d(z,y) < d'(x,y) <

v -d(x,y). Note that d' may not be a metric.

Definition 3.2.2 (Perturbation Resilience). For v > 1, we say a clustering instance
(P, d) is y-perturbation-resilient if for any y-perturbation d’, the unique optimal clustering
{Cs,...,C} of (P,d) stays the same under d', i.e., OPT = OPT’ where OPT’ is the

optimal solution of the perturbed instance.

3.3 Algorithm for MSD Under Stability

In this section we first present some properties of MSD under stability assumptions, then
we use these properties to show that the single-linkage and complete-linkage algorithms

combined with dynamic programming finds the optimal clustering of 2-stable instances.
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3.3.1 Properties Following Stability

P2 Co

Figure 1: Properties of stable MSD instances.

Lemma 3.3.1 (MSD properties from stability). Given a y-stable MSD clustering instance,
suppose C1 and Cy are clusters in OP'T with diameters p1 and ps respectively, then we have

the following:

1. Vz ¢ C1,3a € Cy s.t. d(a,z) > - p1.

2. Vo,y € C1,Vz2 ¢ C1, (v — 1) -d(z,y) < d(y,2).
In particular, if v > 2, d(x,y) < d(y, z).

3. (y—1) - p1 < dist(C1, Co).

In particular, if v > 2, p1 < dist(C1, C2).
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Proof.

1. Suppose not, then under the perturbation where all pair-wise distances in C; are
perturbed by v, z can be moved to C; in OPT’ without increasing the cost so that
OPT’ # OPT, contradicting the stability assumption.

2. Suppose Jx,y € C7 and z € Cy s.t. (v —1) -d(z,y) > d(y, z), which means d(y, z) <
(v—1)-p1. Ya € Cy, we have d(a,y) < p1, therefore d(a, z) < d(a,y)+d(y,z) < v-p1,
contradicting property 1.

3. Suppose not, then Jy € C; and z € Cy s.t. d(y,z) < (v —1) - p1. Again, Va € Cy
we have d(a,y) < p1, therefore d(a,z) < d(a,y) + d(y,z) < 7 - p1, contradicting

property 1. |

3.3.2 Algorithms for 2-Stable MSD Instances

Algorithm 3.1: Single-linkage for MSD (Johnson, 1967)
1: C = {{p} | p € P}, start with all singletons;

2: while |C| > k do

3:  Merge argmin dist(Cj, Cj);
Ci\C;

4: end while

Algorithm 3.2: Complete-linkage for MSD (Johnson, 1967)
1. C ={{p} | p € P}, start with all singletons;

2: while |C| > k do

3:  Merge argmin p(C; U C});
7,70]

4: end while
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The single-linkage and complete-linkage algorithms (Johnson, 1967) are popular heuris-
tics for clustering, and they both belong to the family of agglomerative hierarchical clus-
tering algorithms (Schiitze et al., 2008). In this section we show that for stable MSD
instances with v > 2, these simple heuristics produce a tree structure (a.k.a. dendrogram)
where the optimal clustering is a pruning of the tree, and we terminate when there are
k clusters remaining. In contrast, for stable instances of center-based-clustering such as
k-means and k-median, the cost of a cluster depends on the number of points in it as well
as their distances, so the algorithm needs to run until only one cluster remains, then the
optimal k clusters can be found by dynamic programming (Cf. (Angelidakis et al., 2017)

Section 4.2 and (Awasthi et al., 2012) Section 2.3.)

Theorem 3.3.2 (Algorithms for MSD). The single-linkage algorithm (Algorithm 3.1) and
complete-linkage algorithm (Algorithm 3.2) give exact solutions to MSD instances assuming

stability v > 2.

C e C3

Figure 2: Merge clusters during Algorithm 3.1 and 3.2.
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Proof. We show by induction that in both algorithms the clusters after each merge are
laminar to OPT, i.e., inside each remaining cluster, all points belong to the same cluster in
OPT. This technique is inspired by the analysis in (Balcan and Liang, 2016) for k-median
clustering instances.

Base case: singleton clusters are laminar to OPT.

Induction step of merging: consider the clusters formed during the algorithm and a
merge step (see Figure 2). Suppose A C C7 where p(C}) = pj, we know that 3B C
Ci\ A s.t. dist(A, B) < p(AUB) < pi. Let A’ ¢ Cf, by the induction hypothesis A’ is fully
contained in some cluster in OPT so without loss of generality we may assume A’ C C5, and
p(AUA") > dist(A, A") > dist(CT, C5) > pi (by property 3). This means for single-linkage
we have dist(4, B) < dist(A, A’), and for complete-linkage we have p(AU B) < p(AU A'),
therefore the argmin pair of clusters chosen by the algorithms must belong to the same

cluster in OPT, and all the clusters remain laminar to OPT after the merge. |

3.4 A Matching Lower Bound for MSD

3.4.1 Non-Approximability of MSD Clustering

The following theorem from (Doddi et al., 2000) states the non-approximability result
for the MSD problem without any stability assumptions. We restate the theorem and the
reduction setup here, and we will use the same reduction to show the NP-hardness result

for MSD instances with 2 — € stability.
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Theorem 3.4.1 (Prop. 2 (Doddi et al., 2000)). Unless P = NP, for any ¢ > 0, no
polynomial time algorithm for the problem can provide a solution which satisfies the bound
on the number of clusters and whose total diameter is within a factor 2 — € of the optimal

value.

The result was shown using reduction from the clique problem. Given a clique problem
to determine whether there exists a clique of size J in the graph G = (V, E), we can reduce
it to a MSD problem using the 2-1-metric: set P = V, and d(u,v) = 1 if (u,v) € E,
otherwise d(u,v) = 2. The number of clusters is set to k = n + 1 — J. If there exists a
clique of size J, cost(OPTysp) = 1 consisting of 1 cluster of diameter 1 containing all the
vertices in the clique, and n— J singleton clusters with diameter 0 for each of the remaining
vertex; otherwise cost(OPTysp) > 2

3.4.2 Hardness Under Stability Assumptions

In this section, we provide a matching lower-bound of 2 — € on the stability parameter.

The result is formally stated in Theorem 3.4.2.

Theorem 3.4.2. Unless P = NP = RP, no polynomial time algorithm can solve a (2 —€)-

stable instance of the sum-of-diameters clustering problem for any € > 0.

Notice that the reduction used in Theorem 3.4.1 produces a (2 — €)-stable clustering
instance if there exists a unique clique of size J in the clique problem. In other words,
solving (2 — ¢€)-stable MSD instances is at least as hard as the Clique Promise Problem,

which is a variation on the Clique problem where it is promised that there exists a unique
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optimal solution. We show the hardness of the Clique Promise Problem in Theorem 3.4.3,

and then Theorem 3.4.2 follows.

Theorem 3.4.3 (Clique Promise Problem). The Clique Promise Problem (CPP), where
the instance is promised to have a unique largest clique, is NP-hard under randomized

reduction.

Theorem 3.4.3 follows by combining two existing results. Lemma 3.4.5 states that SAT
is parsimoniously reducible to the Clique problem, so we can apply Lemma 3.4.4 and choose

A to be the Clique problem, which proves Theorem 3.4.3.

Lemma 3.4.4 (USAT Corollary 3.4 (Valiant and Vazirani, 1985)). Let A be any NP-
complete problem to which satisifability is parsimoniously reducible. The following “promise
problem” is NP-hard under randomized reduction:

Input: an instance x of A; Output: a solution to x; Promise: #A(x) = 1.

Lemma 3.4.5 (#Clique is #P-complete (Fortnow and Gasarch, 2023)). There is a parsi-

monious reduction from SAT to Clique.

Here we include a modified version of the proof from (Fortnow and Gasarch, 2023) for

completeness.

Proof. Step 1: #SAT <, #3SAT.

Consider a SAT instance f, we will reduce it to a 3SAT formula f’ where there is a one-to-
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one correspondence between any satisfiable assignment to f and f’. First introduce new

variables a, b, ¢ and new clauses

(avbVe) <= (@vbve)A(avbVe)A(aVbVe)

A@VbVe)A@VbVe)A(avbVe A@vbVve),

so that f’ is satisfiable if and only if a, b, ¢ are all set to 0.

1. For clauses with 1 literal x;, replace it with (z1 Va Vb) <= =z ;
2. For clauses with 2 literals x1, xo, replace it with (x1 Vze Va) <= (1 V x2) ;
3. For clauses with 3 literals, do nothing;

4. For clauses with > 4 literals (z1 V z2 V y), where y is a disjunction of > 2 literals,

repeatedly reduce the number of literals by one by replacing the clause with

C=(x1VxaVw)A(T1Vz2 VW)

ANz VIR VT)A(FTVEVT)A(@Vy) .

Consider any satisfiable assignment to f,

o ifry Vg, ie 21=0, 20=0, y=1,and C <= wA(wWVy),sow=1in any
satisfiable assignment to f’ ;

o if 1y Vg, C < WA (wWVy), sow=0 in any satisfiable assignment to f .
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Step 2: #3SAT <, #Clique.

Consider #3 SAT instance f = C; A ... A Cy. Construct a graph G:

e Vertices: for each clause C; introduce 7 vertices corresponding to the 7 assignments

that satisfy C' ;

e Edges: an edge exists between 2 vertices if and only if the assignments represented
by the vertices do not contradict each other. In particular, there are no edges among

vertices from the same clause.

There is a one-to-one correspondence between a satisfiable assignment to f and a clique of

size k in G. [

It remains an open question to prove a similar lower bound for the MSR objective.

3.5 Algorithm for MSR Under Stability

In this section we show that the MSR objective is also polynomial-time solvable at 2-
stability or higher. We begin with showing some properties of MSR following from stability

assumptions.
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3.5.1 Properties Following Stability

b1 P2

Bl B2

Figure 3: Properties of stable MSR instances.

Lemma 3.5.1 (MSR properties from stability). Given a y-stable MSR clustering instance,
suppose By and Bo are clusters in OP'T centered at c1,co with radii r1 and ro respectively,

then we have the following:

1. V¥pa ¢ By, d(ci,p2) > v - 71.

2. d(ci,c2) > 3(r1 +12).

In particular, if v > 2, d(c1,c2) > r1 + 1o, i.€., clusters are separated.

3. If v > 2, each point belongs to its closest center, i.e., Vp1 € By, d(pi1,c1) <

d(p1,c2) Veo that is a center of another cluster.



o8

4. (v—=1)-r < dist(By, Ba).
(v = 1) -d(p1,c1) < d(p1,p2) Vp1 € B1, p2 € Ba.
In particular, if v > 2, r1 < dist(B1, B2) and d(p1,c1) < d(p1,p2).

If"y > 3, p(Bl) <2r; < diSt(Bl,BQ) < p(Bl U Bg)

5. Notably we don’t have “center proximity”, a property implied by perturbation re-
silience used in (Awasthi et al., 2012) instead of perturbation resilience, i.e., it’s

possible that v - d(p1,c1) > d(pi1,c2).
Proof.

1. Suppose not, and consider the perturbation where Vp; € By, d(c1,p1) is perturbed by
7, then we can move py to By in OPT’ without increasing the cost so that OPT’ #

OPT, contradicting the stability assumption.

2. Following property 1, d(ci,c2) > 7 -7 and d(cy,c2) > 7 - ro, combined we have
d(c1,c2) > 3(r1 +r2).

3. Suppose there exists another cluster’s center co s.t. d(p1,c2) < d(p1,c1), then

d(c1,c2) < d(p1,c1) + d(p1,c2) < 2rp < -1, contradicting property 1.

4. Suppose Jp; € By, p2 € B s.t. d(p1,p2) < (y—1)-r1, therefore d(c1,p2) < d(c1,p1)+
d(p1,p2) < -ri1, contradicting property 1.
Suppose Ip1 € Bi,p2 € By s.t. d(p1,p2) < (y—1) -d(p1,c1) < (v —1) - 11, therefore

d(e1,p2) < d(c1,p1) +d(p1,p2) < - r1, contradicting property 1.
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d(cl,a) = d(Cl,bl) =1

=21
o d((l, bg) e
— e e e eoe
b1 a b

Figure 4: A 3-stable MSR instance without the center proximity property.

5. In Figure 4, we show a counter example where v -d(p1,¢1) > d(p1,ce) with v = 3 and
the number of clusters k& = 2.
OPT =d(a,c1) + d(b2,c2) = 1 + €. Perturb d(a,c1) — 3, then OPT — 3 + .
Consider an alternative solution OPT’: move a to ca, OPT' = d(by,c1) + d(a,c2) =
14 2.1+ ¢, so the example is 3 stable, but 3 = 3d(a, c¢1) > d(a, c2) = 2.1+ ¢, violating

center proximity. ]

3.5.2 Algorithms for Stable MSR Instances

Now we are ready to analyze Algorithms 3.1 and 3.2 for the MSR objective.

Theorem 3.5.2 (Algorithms for MSR). The single-linkage algorithm (Algorithm 3.1) gives
exact solution to MSR if v > 2 and the complete-linkage algorithm (Algorithm 3.2) gives

exact solution if v > 3.

Proof. We show that in both algorithms the clusters after each merge are laminar to OPT
by induction.
Single-linkage: Assume v > 2 and we have ] < dist(CY, C5) by property 4.

Base case: singleton clusters are laminar to OPT.
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Induction step of merging: suppose A C C}, we know 3B C C}\ A4 s.t. dist(A, B) < rj}
(let either A or B contain the center ¢;). Let A" ¢ Cf, by induction A’ is fully contained in
some cluster in OPT so w.o.l.g. we may assume A’ C C5 and dist(A, A") > dist(C},C3) >
ri. This means dist(A, B) < dist(A4, A’), therefore the argmin pair of clusters chosen by
the algorithm must belong to the same cluster in OPT, and all the clusters remain laminar
to OPT after the merge.

Complete-linkage: Assume v > 3 and we have p(C7) < dist(C5, C;) by property 4.

Base case: singleton clusters are laminar to OPT.

Induction step of merging: suppose A C Cf, we know 3B C Cf\ A s.t. p(AUB) < p(CY).
Let A" ¢ Cf, by induction A’ is fully contained in some cluster in OPT so w.o.l.g. we
may assume A’ C C§ and p(AU A") > dist(A, A") > dist(Cy,C5) > p(CY). This means
p(AU B) < p(AU A’), therefore the argmin pair of clusters chosen by the algorithm must
belong to the same cluster in OPT, and all the clusters remain laminar to OPT after the

merge. |
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CHAPTER 4

SEMI-RANDOM NOISY AND ONE-BIT MATRIX COMPLETION

WITH NONCONVEX PRIMAL-DUAL FRAMEWORK

4.1 Introduction

We study the problem of recovering a low-rank matrix X™* from incomplete and noisy
observations Y, where X* has rank at most » and Y is supported on a subset of indices
Q. Matrix completion has been well-studied under the uniform observation model, where
each entry of X™* is revealed independently with some fixed probability p, known as the
sampling rate.

However, the standard assumption that the entries are observed uniformly at random
may fail to capture more realistic scenarios in which the observation pattern may exhibit
mild or even adversarial non-uniformity. Take collaborative filtering as an example: ob-
servations might be heavily concentrated on a few blocks of the matrix, as some groups of
users might be more active to provide feedback, or some products are more popular.

In this paper, we focus on a model mis-specification known as the semi-random model
for matrix recovery, introduced by (Cheng and Ge, 2018), where the observation probabili-
ties are unknown (and not uniform in general) but lower-bounded by some p. Alternatively,

the semi-random model can be viewed as a two-stage process: first, each entry is observed
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with probability p (same as in the uniform observation model), then additional entries from
X* may be revealed adversarially.

Most existing results on matrix completion under semi-random observations focus on
real-valued or noiseless observations. In practice, however, observations are often noisy,
quantized, or binary, even though the underlying signal is continuous. For example, user
ratings may be restricted to integers between 1 and 5, or in the extreme case, take binary
value like an upvote or downvote on a post. This motivates the need to study more general
and realistic models, such as noisy matrix completion and one-bit matrix completion, which
we formally define below.

Noisy matrix completion. In this setting, each observed entry is subject to additive
i.i.d. noise. Specifically, the observed data matrix takes the form:

V(], k‘) e Y}k = Xj*k + Ejk,

where E is a noise matrix in which each entry is i.i.d. sub-exponential' with E[E;;] = 0

and Var[Ej;| = ﬁ. We consider the least-squares loss function F':

IThroughout the chapter we restrict to sub-exponential random variables whose sub-exponential
norms are on the same order as their standard deviations, which include many classical light-tailed
distributions.
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One-bit matrix completion. Originally studied by (Davenport et al., 2014), in this

setting observations are quantized to binary values in the following way:

| +1, X +Ejp >0
V(i k) € Q: Yy = ,

~1, X+ Ej <0

where £ is a noise matrix in which each entry is i.i.d. with mean E[E};] = 0 and Var[Ej;] =
ﬁ. Equivalently, we may consider the observations as following some discrete probability
distribution parameterized by the original real-valued entries. In this case, let f be the
cumulative distribution function (cdf) of —FEji, then the observations can be formulated

with a probit (probabilistic unit) model:

+1, with probability f(Xj*k,)
V(], ki) € Q, )/]k =

—1, with probability 1 — f(X7,)

We consider the negative log-likelihood loss function F*:

FX) = L S [0 = 1)-log (F(X50) (¥ = ~1)-log (1~ F(X3) ] (42)
(4,k)eQ
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These two settings have been extensively studied under the uniform observation model,
but remain largely unexplored in the semi-random setting !. Prior techniques (Cheng and
Ge, 2018), which rely on the quadratic structure of the loss, do not apply directly to these
more general settings. The noisy and one-bit models introduce new challenges due to their
non-quadratic losses and non-linear (often discrete) observations. This leads us to the

question we study in this work:

Can we design efficient algorithms for noisy and one-bit matrixz completion

with provable recovery guarantees under semi-random observations?

To answer this, we consider the following nonconvex optimization problem with loss
function F(X), where X is replaced with its Burer-Monteiro factorization (Burer and
Monteiro, 2003)

min _ F(UV), (4.3)
UeCy1,VECy

where C; € R¥"*" and Cy C R%*" guarantee the rank of the product matrix X = UV ' is
at most r. This factorized formulation is preferred in practice, since it avoids the computa-
tionally expensive SVD step with convex relaxation approaches as discussed in the related

work section.

!The work of (Kelner et al., 2024) also studies semi-random (noisy) matrix completion, but
under a different observation model than the one considered in this paper. See the related work
section for further discussion.
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Following the nonconvex approach, we adopt the primal-dual framework proposed in
(Zhang et al., 2018b), which provides a global landscape analysis via Lagrangian duality.
This framework not only characterizes all stationary points of the nonconvex objective,
but also supports algorithmic extensions to various loss functions applicable to a broad
family of low-rank matrix recovery problems, including the standard least-squares loss for
noiseless matrix completion, its noisy variant, and the log-likelihood loss used in one-bit
matrix completion. However, their analysis relies on the uniform observation model, where
every entry is observed with a fixed probability p, and cannot be directly applied to the
semi-random setting. To address the limitations of standard nonconvex methods under
semi-random inputs, (Cheng and Ge, 2018) establish a connection to spectral graph theory
and design a preprocessing algorithm based on spectral sparsification. This procedure
reweights the observed entries to achieve spectral similarity to the uniform observation
model and provably eliminates spurious local minima in the case of least-squares loss.

In this work, we unify these two threads to establish recovery guarantees for both
noisy and one-bit matrix completion under semi-random model. Specifically, we develop
a weighted version of the regularity conditions required in the primal-dual analysis, spe-
cialized to the spectrally reweighted observations. We subsequently prove that the approx-
imation error induced by preprocessing does not significantly weaken the final recovery
guarantee. This connection allows us to extend the primal-dual paradigm to semi-random
models in both the noisy and one-bit observation regimes, which are beyond the scope of

either prior work.
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4.1.1 Our Contributions

We provide a unified algorithmic framework for a broad class of matrix completion
problems, including the noisy and one-bit settings, in the semi-random observation model.

Specifically, we show the following result:

Theorem 4.1.1 (Informal, see Theorem 4.3.5). Let X* € R¥*? be a rank-r, B-incoherent

matriz with largest singular value o1. Suppose the observation is subject to entry-wise i.i.d.

poly(r,log d)

noise ||E||fD < V2. Assume each entry is observed with probability at least p = < ,

with m observations in total. Let € = O( %). For a broad class of general loss
functions (including those applicable to noisy and one-bit matriz completion), there exists

an algorithm that runs in time a(m - poly(r,logd)) and with high probability outputs a

rank-r factorization UV'" satisfying,
[UVT — X*||% < epoly(B,01,v, 7 logd).

This result recovers prior guarantees for the quadratic loss and provides a nearly-linear
time solver for semi-random matrix completion under noisy and one-bit settings. We now

outline our main contributions below:

e Spectral similarity-based preprocessing for general losses. We observe that
the spectral sparsification-based reweighting method of (Cheng and Ge, 2018), orig-
inally developed for quadratic loss in the noiseless setting, extends to broader obser-

vation models. In particular, we apply the reweighting where the entries are scaled
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entry-wise to achieve e-spectral similarity to uniform observations and remains com-

patible with general loss functions, including those with noise.

e Primal-dual analysis under semi-random observations. We revisit the primal-
dual framework of (Zhang et al., 2018b), originally analyzed under the uniform ob-
servation model. Our analysis demonstrates that once the regularity conditions are

restored via reweighting, its guarantees remain valid with semi-random inputs.

e Weighted regularity conditions and error guarantees. We establish weighted
versions of the regularity conditions (4.2.2) and the deviation condition (4.2.3) that
are designed for the reweighted observations produced by the preprocessing algorithm
of (Cheng and Ge, 2018). In particular, we show that these weighted conditions
hold with high probability after the preprocessing (Lemma 4.3.3 and Lemma 4.3.4).
Compared to the uniform model, this incurs only a polylogarithmic overhead in

recovery error, sample complexity, and runtime.

e Provable guarantees for noisy and one-bit matrix completion. As concrete
examples, we present results for semi-random noisy matrix completion and for one-
bit matrix completion (Corollary 4.4.1 and Corollary 4.4.2), which to our knowledge

has not previously been studied in the semi-random setting.

4.1.2 Technical Overview

At a high level, our approach combines two previously disjoint components, global

reweighting and primal-dual analysis, into a unified framework for solving matrix com-
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pletion problems under the semi-random observation model. We begin by applying the
preprocessing algorithm of (Cheng and Ge, 2018), which rescales observed entries to pro-
duce a reweighted matrix spectrally similar to uniform observations. This allows us to
recover key structural properties that typically fail under semi-random inputs. We then
incorporate the resulting weights into the loss function to form a weighted objective, and
prove that it satisfies suitable regularity conditions. Finally, we apply the primal-dual
framework of (Zhang et al., 2018b) to solve the resulting constrained nonconvex problem.
The overall algorithm runs in nearly-linear time and applies broadly to noisy, quantized,
and other nonstandard observation models. We elaborate on each component below.

Preprocessing. The primal-dual analysis of (Zhang et al., 2018b) requires the loss
function satisfies the RSC, RSS, and deviation conditions. These conditions are no longer
guaranteed under the semi-random observation model. To restore them, we apply the
preprocessing algorithm of (Cheng and Ge, 2018). The key idea in (Cheng and Ge, 2018)
is to relate matrix indices to edges in a bipartite graph. Given a matrix X € R%*%  define
the complete bipartite graph G = (V1, Va, E) where |V1| = d; and |Va| = da correspond to
the row and column indices of X. Let H denote the semi-random subgraph of G obtained
by first sampling each edge independently with probability p, followed by the adversarial
addition of edges to reach a total of m. The preprocessing algorithm assigns weights to
the edges of H so that the resulting weighted graph is e-spectrally-similar to the complete
graph G. We represent these weights as a matrix W € R4 %% where Wi; = we supported

on the edges of H. (Cheng and Ge, 2018) provides a nearly-linear time algorithm that
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outputs a weight matrix W which achieves e-spectral-similarity, where ¢ = O (W )
We include some technical results on the preprocessing algorithm in Section 4.6.1, and
provide additional properties on W to accompany prior results, stated as Lemmas 4.5.1
and 4.5.2.
Primal-dual framework. In the analysis of (Zhang et al., 2018b), the nonconvex ob-
jective is reformulated by stacking U € R4*" and V € R%*" as Z = [U; V] € R(di+d2)xr
and introducing inequality constraints h;(Z) = HZZH§ — « for all i € [dy + dg] to enforce
the incoherence conditions. A regularization term (|{UTU — V' TV||% is added to balance
U and V, yielding the objective

min  G(Z)=FUV') + %HUTU - VTVH;, subject to hi(Z) <0V i, (4.4)

z=[U;V],
UERdl XT,VERdQ Xr

where F' is a problem-specific loss function.

(Zhang et al., 2018b) analyze the dual objective under the KKT conditions (Karush,
1939; Kuhn and Tucker, 2013), and show that there are no spurious local minima in the
primal objective (4.4) if F' satisfies certain regularity conditions. We include the result as
Theorem 4.2.4 in the Preliminaries.

Weighted loss and regularity conditions. Suppose we are given a matrix comple-
tion problem with loss function F', which satisfies the regularity conditions required by
the primal-dual framework under the uniform observation model. Our goal is to solve

this problem in the semi-random model, where each entry is observed with probabil-
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ity at least p. In our unified framework, we begin by applying a preprocessing algo-
rithm to achieve e-spectral similarity. We then incorporate the resulting weight matrix
W into F, yielding a weighted loss function Fyy. Specifically, we consider the uniform
loss function in the form of F(X) = >_,,cq %ij(Xjk), and the weighted loss function is
Fy(X) = Zj,keﬂ Wik Fjr(X ). We then establish weighted versions of the RSC, RSS, and
deviation conditions for Fy. This enables the application of the primal-dual framework to
solve the optimization problem under the semi-random model. Full details are provided in
Section 4.3.

4.1.3 Related Work

Matrix completion. Matrix completion is a popular type of low-rank matrix recovery
problems with applications in collaborative filtering, image restoration (Rennie and Srebro,
2005; Zhang et al., 2013), etc. The line of work (Candes and Recht, 2008; Candes and Tao,
20105 Recht, 2011) shows that the convex relaxation via nuclear norm minimization can
be solved by SDP in time O(md2?) (Jiang ot al., 2020; Huang et al., 2022) with sample
complexity (dr). Using the more efficient nonconvex approach, success has been shown
using gradient descent with good, or sometimes even random, initialization (Keshavan et
al., 2010; Jain et al., 2013; Hardt and Wootters, 2014; Chen and Wainwright, 2015; Zhao
et al., 2015; Sun and Luo, 2016; Zheng and Lafferty, 2016; Gu et al., 2016; Tu et al.,
2016; Wang et al., 2017; Xu et al., 2017; Zhang et al., 2018a; Chen et al., 2020; Gu et al.,
2023; Xu et al., 2023). There are also Lagrangian-based analyses of nonconvex objectives

(Zhang et al., 2018b; Nie et al., 2018). Another direction of nonconvex research (De Sa et
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al., 2015; Ge et al., 2016; Ge et al., 2017; Park et al., 2017; Chen and Li, 2019; Zhu et al.,
2018; Zhu et al., 2021) aim to study the global optimization landscape to show that there
are no spurious local optima. The recent work of (Kelner et al., 2023b) achieves almost
theoretically optimal sample complexity and running time.

One-bit matrix completion. Inspired by one-bit compressive sensing (Boufounos and
Baraniuk, 2008), (Davenport et al., 2014) originally formulated the problem for matrices,
and provided theoretical minimax error bound of O(\/:nz). (Cai and Zhou, 2013), (Eamaz
et al., 2023; Eamaz et al., 2024) study the problem using the convex relaxation approach,
and (Ni and Gu, 2016), (Zhang et al., 2018b) provided nonconvex solutions that match the
minimax statistical error bound up to logarithmic factors and algorithms that converge at
linear rate. (Lan et al., 2014), (Shen et al., 2019) study quantized matrix completion with
corruption, and (Chen et al., 2023) studies estimators for quantized heavy-tailed data.
Non-uniform model. Apart from the well-studied uniform observation model for ma-
trix completion, another direction of research studies weighted matrix completion under
non-uniform observation models, such as deterministic sampling, where the sampling prob-
abilities follow some non-uniform distribution specific to the problem. See e.g. (Lee and
Shraibman, 2013; Heiman et al., 2014; Bhojanapalli and Jain, 2014; Li et al., 2016; Fou-
cart et al., 2020; Ashraphijuo et al., 2017; Bhojanapalli et al., 2014; Pimentel-Alarcén et
al., 2016; Meka et al., 2009; Liu et al., 2019). Under the non-uniform sampling model

where each entry is observed with probability p;; bounded above and below, (Chen and Li,
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2022; Chen and Li, 2024) study matrix completion under both Frobenius and entry-wise
error bounds.

Semi-random model. While also a non-uniform observation model, the semi-random
model does not assume any specific sampling pattern, other than requiring that each entry
is observed with probability at least p. This model was first introduced to combinatorial
optimization problems such as graph coloring, planted clique, stochastic block models,
clustering etc (Blum and Spencer, 1995; Feige and Kilian, 2001; Perry and Wein, 2017;
Mathieu and Schudy, 2010; Makarychev et al., 2012). It was later applied to low-rank
matrix recovery (Cheng and Ge, 2018), sparse linear regression (Kelner et al., 2023a),
and matrix sensing (Gao and Cheng, 2024). Closely related to this work, (Kelner et
al., 2024) studies semi-random noisy matrix completion with an non-adaptive adversary,
while our work does not require this restriction. In contrast to our global reweighting
approach, (Kelner et al., 2024) uses projected gradient descent with iterative reweighting
guaranteed by a “short-flat decomposition” technique. They provide close to low-rank
solution in nearly-linear time, with an error bound in terms of £, norm (entry-wise measure
of noise and error) instead of the more commonly used Frobenius norm (global measure).
While the focus and technical tools of (IKelner et al., 2024) differ from ours, both works
address similar challenges posed by semi-random observations under noise. Our results
are complementary: we provide Frobenius-norm guarantees under a broad family of loss
functions using a different reweighting mechanism, and our framework directly supports

one-bit matrix completion.
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4.2 Preliminaries

4.2.1 Notation

We write [n] for the set of integers {1,...,n}. Denote the i*" standard basis vector as

e;. For a matrix A, we use ||A[|,, ||A||p and ||A] for the operator norm, Frobenius

max
norm and the maximum absolute entry of A respectively. We write |4, [[A]; for the
maximum ¢;-norms of the rows and columns of A respectively. We denote the i*" row of
A as A;, and the maximum ¢5 norm of rows of A as || A, -

For matrices A, B € R%1*% we denote their inner product as (A, B), which is defined as:
(A,B) = tr(A"B) = > ik AjkBjk. Given subset of entries €2 C [dy] x [da], define (A, B)o =
Z(j,k)eQ AjiBjg; given weight matrix W € R%*d2 - define (A, By = Zj,k Wik A Bj.
We write ||A||?2 for (A, A)q, and HAH%V for (A, A)yy. Symmetric matrix A € R?*? is called
positive semidefinite (PSD) if " Az > 0Vz € R?, and we write A < B if A and B have
the same dimension and B — A is PSD.

For a weighted undirected graph G = (V, E, w) with n vertices and weights w, > 0 for
each edge e = (7,7), let D € R™ "™ be a diagonal matrix containing the weighted degree
of each vertex, i.e. Dy = > wgj). Let A € R™™ be the adjacency matrix of G, i.e.

(i,9)eE
Aij = Aji = w; j). The Laplacian matrix of G is defined as L := D — A. Fix some arbitrary

orientation for each edge e = (i,j) € E, we can represent it with vector b, € R™ where

beli] =1 and b.[j] = —1, and L = 5 webeb, .
eck
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4.2.2 Assumptions on the Ground Truth Matrix

Throughout the paper we assume the ground truth matrix X* € R%*% and let
d = max(dy,ds). Assume X* has rank r < d. Suppose X* has compact SVD X* =
ﬁEvT, where U and V are orthogonal matrices in R¥*" and R%*" respectively, and
Y = diag(o1, ..., 0,), the diagonal matrix with the singular values of X* on its diagonal.

It is well known that matrix completion is impossible if the ground truth matrix is too
sparse, which means most of the observed entries will be 0. A common solution in previous

work is to impose the incoherence condition on X* defined below.

Definition 4.2.1 (Incoherence Condition (Candes and Recht, 2009)). A rank-r matriz

X € RU*d2 yith SVD X = USVT s said to be incoherent with parameter 3 if

71, </ 7], <3

Let ap = /2 o Bro1 We define the following constraint sets
& o

Cr:={U e R | |[U]|y00 < ar},

Co = {V € R | V]|, < s},

C:={UV"|UeC, Ve

Given X* = ﬁzfﬂ, we can alternatively write X* as X* = U*V*' | where U* = UsY/? g

RUXT and V* = VEY2 € ReX" We assume X* satisfies the incoherence condition,



75

therefore [|[U*||; ., < a1 and [[V*|ly o, < a2, ie, X* € C. Let @ = apag = \%%2, so that

X | pax < @

max

4.2.3 Conditions on the Loss Function

Quadratic loss function is popular due to the isometric property of its Hessian, which
a general loss function is no longer guaranteed to satisfy. A common alternative is to
enforce a pair of regularity conditions known as the Restricted Strong Convexity (RSC) and
Restricted Strong Smoothness (RSS) conditions (Agarwal et al., 2012), which we formally

state below.

Definition 4.2.2 (RSC and RSS Conditions (Agarwal et al., 2012)). The loss function
F is said to satisfy the Restricted Strong Convexity condition with parameter u, and the
Restricted Strong Smoothness condition with parameter L if VX1, Xo € R¥UX% with rank

at most 6r:

F(X1) 2 F(X2) + (VF(X2), X1 = Xo) + 1 X1 = Xolf}

L
F(Xy) < F(X2) + (VF(X2), X1 — Xo) + 5\\X1 ~ Xo|% .

To control the statistical error due to observation noise, the deviation condition is
introduced by (Loh and Wainwright, 2012) for linear regression on vectors. A similar
condition is used by (Zhang et al., 2018b) on the gradient of the loss function with respect

to X*, and we restate the definition below.
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Definition 4.2.3 (Deviation Condition (Zhang et al., 2018b)). The loss function F is
said to satisfy the deviation condition if |VF(X*)|ly < & with high probability, where the

deviation bound 0 depends on the sampling rate p and the observation noise v.

For the one-bit matrix completion problem where the noise —FE};, follows distribution

. . o . Ny
with cdf f, denote the entry-wise standard deviation of noise Std[E;;] = 7 = NG It

is common practice to replace f with its standardization g, where f(z) = g(x/7). For

example, g(z) = ®(z) in the case of Gaussian noise, where ®(z) is the standard Gaussian

distribution function. We define the dimension free signal-to-noise ratio p = ¢ = B oL

Note that we only care about the value of g restricted to |z| < p due to the assumption

that || X*| < a. For one-bit matrix completion to be feasible, a steepness assumption

max
(Davenport et al., 2014) is imposed on the distribution function used in the probit model.

We control the steepness of the standardized distribution function g(z) by the quantity s,

defined as

/
o) sup L)

|z|<p M’ (4.5)

which is a constant given p and g(x).

4.2.4 Error Guarantee of the Primal-Dual Framework

Here we include the main result from (Zhang et al., 2018b), which states the general

error guarantee of the primal-dual framework under regularity conditions.
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Theorem 4.2.4 (General error bound, Theorem 3.8 (Zhang et al., 2018b)). Assume loss
function F' satisfies the RSC and RSS conditions (4.2.2) with parameter u and L such that
L/p € (1,18/17), as well as the deviation condition (4.2.3) with deviation bound 6. For
all local minima Z = [U; V] of the optimization objective (4.4), with high probability the
reconstruction error satisfies

2
HUVT - x| <o,

where I' is a constant depending on the condition number % Specifically, I' = m

for c = 18“1_217L, and 7y in the primal objective (4.4) is chosen such that up — L/2 < v <

min{(22u — 19L)/4, (3L — 2u1)/2}.

4.3 Our Results Under Semi-Random Preprocessing

4.3.1 Weighted Regularity Conditions

First we study the effect of preprocessing on the conditions required by the primal-
dual framework. Given a matrix completion problem which the primal-dual framework is
applicable under the uniform observation model, suppose it has objective function (4.4)
where the loss function F' satisfies the RSC and RSS conditions (4.2.2) with parameters
w and L, as well as the deviation condition (4.2.3) with . As discussed before, in the
semi-random model with sampling rate at least p, we first run the preprocessing algorithm

to achieve spectral similarity e = O ( k;gdd), apply the resulting weight matrix W to the

loss function F', and obtain a weighted objective function (4.4) with Fyy.
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To establish weighted regularity conditions in general, we state the following assump-
tions on the loss function in general, and later verify that these additional assumptions are

satisfied by the two specific examples we study in this paper.

Assumption 4.3.1. For uniform loss function F(X) =3, ¢ %ij(Xjk) satifying RSC

and RSS with parameters u and L, for X1, Xo € C we assume

1 1
F(X1) = F(X2) = (VF(X2), X1 = Xa) = 5 > —Kjp(Xuje = Xox)°,
7,keQ

or some K, where p < K. < L for all j,k.
J H J

Assumption 4.3.2. For uniform loss function F(X) =}, cq %Fj (Xjk), we assume

1
VF(X*): Z — jk(X*)eje,I,
(4,k)eQ

where each b, (X*) is a sub-exponential random variable given X*, and is i.i.d with mean

0 and variance s> = O(d%) possibly depending on the distribution of the noise Ej.

The following lemma states the RSC and RSS conditions for Fyy .

Lemma 4.3.3 (Weighted RSC and RSS conditions). Under Assumption 4.53.1, given F
satisfying the RSC and RSS with parameters p and L, and Fy weighted by the prepro-
cessing algorithm to e-spectral-similarity, VX1, Xo € C (Definition 4.2.1), if || X1 — X2H§r >
O(B?r%0%¢), then we can establish the RSC and RSS conditions on Fy at X1 and Xo with

parameters puyw = (1 — c)u and Ly = (1 4 ¢)L, for a sufficiently small constant c.



Proof. Let X1,Xo € Cand D = X1 — Xo.
By Assumption 4.3.1,
F(X1) = F(Xy) = (VF(Xy), X
For the weighted loss function,
Fy (X1) = Fw(X2) = (VFw (X2), X

We first show the upper bound for RSS:

- Z KjWyD3 < =
],kEQ

=~ |IX1

where the last inequality follows from Lemma 4.5.1: since || X —

have ||| X1 — Xo|ly — | X1 — Xo|[3| < ¢ [|Xa
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Z KJkD

j keQ

PR

],kGQ

2

2
Z Wik Dj
] keQ

2
- Xo|lyy

w\hwh

1+ )| X1 — Xoll7,

Xo|% > O(8%r203e), we

- XQH%; for a small constant c.

The lower bound for RSC follows similarly, thus we establish the RSC and RSS con-

ditions with parameters puw = (1 — ¢)u and Ly

sufficiently far apart.

(1 4+ ¢)L provided X; and X» are

The next lemma states the effect of preprocessing on the deviation condition.
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Lemma 4.3.4 (Weighted deviation condition). Under Assumption 4.3.2, given F' in the
uniform observation model and let Fyy be weighted by the preprocessing algorithm to e-

spectral-similarity, w.h.p. we have 63, = IV F (X*)[3 < O(s*d*elog d).

Proof. By Assumption 4.3.2, VF(X*) = > %bjk(X*)eje;, after preprocessing we can
(J:k)€Q

write

VFW Z W]kb]k €]€k = Z

(4,k)EQ (j,k)eQ
where Zj;, = ijbjk(X*)ejeg.
We will bound its operator norm using matrix Bernstein inequality (Theorem 4.6.6).

First, we calculate
> E|ZpZ| = Y B (XWihee] | =52 Y Whese!,
(4,k)eQ (4,k)eQ (4,k)eQ
which is a diagonal matrix, therefore

| 5 szl = o

(J,k)EQ

< S [W g max) Wik
k

= [ W | * W loe

max

(s%e\/dydady),

where the last step is due to Lemma 4.6.2 and 4.5.2.
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Similarly, we can show that H( kz)j E [ijzjk] H2 — O(82e/drdady).
7,k)€E

Since bji(X*) is sub-exponential with mean 0 and variance s?, we have E[Z;;] = 0, and
1Zjklly, < O(sWji) = O(sde). We can apply Theorem 4.6.6 by setting 02 = O(s%d?%) and

and simple calculation

R = O(sde). We have Pr[H( > ijHz > t] <2d- eXp(ﬁizt/s%

7,k)EQ

shows that the second order term dominates. Choosing ¢t = co+/logd for some constant c,

we have H > ijH2 < t with probability at least 1 — d=(=1_ Final result follows by

(J:k)eQ
plugging in the value of ¢. ]
Condition number and deviation bound. The preprocessing step incurs a small

cost in the condition number L/u, increasing it by a factor of % for some small constant
c. For the deviation bound, observe that under the same condition as Lemma 4.3.4, the
loss function F' in the uniform observation model satisfies the deviation condition with
82 = |VE(XH|5<0 <52%>, as shown in Lemma 4.6.5 (Zhang et al., 2018b; Agarwal
et al., 2012). Comparing the two deviation bounds 53‘, and 62, preprocessing increases the

bound by a factor of O(epd).

4.3.2 General Error Bound for Semi-Random Matrix Completion

With the weighted RSC and RSS conditions as well as the weighted deviation condition
established in the previous section, we now extend Theorem 4.2.4, which states the opti-
mality of the primal-dual framework, to derive a general error bound in the semi-random

model.
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Theorem 4.3.5 (General semi-random error bound). Given a matriz completion prob-
lem that satisfies the conditions in Theorem 4.2.4 as well as the additional Assumptions

4.8.1 and 4.3.2 under the uniform observation model, consider the same problem under

the semi-random model after preprocessing to e-spectral-similarity, where ¢ = O (\ / %)

given observation probability at least p. For all local minima [U; V] of objective (4.4) with
the weighted loss Fyy, w.h.p. the error satisfies

2
HUVT - X - < max {O(ﬁZTZU%E),FT82d2610g d} ,

where I' is a constant depending on pw and Ly . Given m observed entries, the overall

runming time is O(m - poly(r,log d)).

Proof. In the semi-random model with loss function weighted by preprocessing, first we

apply Lemma 4.3.3 to establish the RSC and RSS conditions on Fyy, increasing the con-

14c

1—c, which affects I' by a constant factor as well.

dition number L/u by a factor of
Then Lemma 4.3.4 provides the deviation condition. Now we can apply Theorem 4.2.4
to get the error bound HUVT — X*Hf, < I'rs?d’elogd. In addition, in the case that
Lemma 4.3.3 does not apply with respect to X; = UV and X, = X*, we immediately

have HUVT — X"‘Hf7 < O(B*r%0%¢). Combining these two cases gives the overall error

bound. -

Running time. The objective (4.4), with either uniform or weighted loss, can be solved

by the Augmented Lagrangian Method in (Zhang et al., 2018b; Nocedal and Wright, 2006)
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with running time 6(m’r + dr?), where the dominant cost is computing VG iteratively.

The preprocessing algorithm from (Cheng and Ge, 2018) takes time 5(m/60(1)), where

¢! = poly(r,log d). Therefore our total running time is 6(m -poly(r,logd)), compared to

O(mr) in the uniform observation model.

4.4  Applications to Noisy and One-Bit Matrix Completion

In this section we showcase two specific examples in the semi-random model, namely
noisy matrix completion and one-bit matrix completion. Since these two examples were
demonstrated using the primal-dual analysis under the uniform observation model in
(Zhang et al., 2018b), we directly apply Theorem 4.3.5 and state the results as corol-
laries here. We also include a self-contained version of the proofs in Section 4.6.3 and

4.6.4.

Corollary 4.4.1 (Semi-random noisy matrix completion). For a noisy matriz completion
problem under the semi-random observation model with observation probability at least
p=0 (%), suppose the ground truth matriz X* € R¥“*% has rank r and satisfies
the incoherence condition with parameter 3, and entries are subject to i.i.d noise Ej, with
variance #;. Using weights from the preprocessing algorithm, w.h.p. all local minima
UV of the weighted objective satisfy

2 4logd 2log3 d
F pd pd

HUVT—X*
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Proof. In the uniform observation model, it is shown by Corollary 4.1 (Zhang et al., 2018b)
that loss function (4.1) satisfies the conditions in Theorem 4.2.4, therefore we only need to
verify the additional Assumptions 4.3.1 and 4.3.2.

Recall the uniform loss function (4.1) and compute its gradient:

VF(X)= > ~(Xjk—Yjr)ejer
(4,k)eQ
1 T
- Z 7bjk(X)€jek7
(4,k)eQ

evaluating at X*, b;p(X*) = Ej,. By assumption, each Ej; is i.i.d sub-exponential with

. 2 . . . . 2
mean 0, variance Idy satisfying Assumption 4.3.2 with s* = T

For Assumption 4.3.1, we have:

F(X1) — F(X2) — (VF(X2), X1 — Xo)

1 1 1
== “[(X1 gk — Yir)® = Xogi = Yie)’l = ) —(Xoje — Yie) (X1 jk — Xoj)
(4,k)€Q (4,k)€Q
1 1
== —[(X1gk + X2k — 2Yjn) (X1, 5k — Xojk) — (2X2,j5 — 2Yk) (X1 5k — Xojn)]
(4,k)eQ
1 1
== — (X1 jk — Xo k)7,
(4,k)eQ

satisfying Assumption 4.3.1 with K, = 1 for all j, k. Note that according to (Zhang et al.,

2018b), the choice of L = % and p = 3.
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We can apply Theorem 4.3.5, |[UVT — X*Hi, < max {O(ﬁ2T2U%€), O(rv2elog d)} Ac-

cording to Lemma 4.6.2, given sampling rate p, the preprocessing algorithm can achieve

e=0 ( k;?gdd>, plugging in e gives the error bounds. [ |

Corollary 4.4.2 (Semi-random one-bit matrix completion). For a one-bit matriz comple-
tion problem under the semi-random observation model with observation probability at least
p=0 (%), suppose the ground truth matriz X* € R%*% has rank r and satisfies
the incoherence condition with parameter 3, and the cdf in the observation model satis-
fies the steepness condition (4.5) with parameter s,. Using weights from the preprocessing

algorithm, w.h.p. all local minima UV'T of the weighted objective function satisfy

2 rtlogd [r21og®d
2 2 2
FSmax{O(ﬂ o7 d ),O s, od .

Proof. In the uniform observation model, it is shown by Corollary 4.3 (Zhang et al.. 2018b)

HUVT _ X+

that loss function (4.2) satisfies the conditions in Theorem 4.2.4, therefore we only need to
verify the additional Assumptions 4.3.1 and 4.3.2.

Recall the loss function (4.2) and write it in its standardized form:

pd1d2 []l(yvjk = 1) . log (f(Xjk)) + ]I(ij; = —1) . 1Og (1 _ f(XJ ))}
(4,k)eQ

_ b 3 1[]1(ij =1) - log (g9(X;e/7)) + 1(Yjx = —1) - log (1 — g(Xjk/T))]



Compute its gradient,

1 1
VF(X =g Z Zb]k(X)e]ek’
1227 G pen
where
9 (Xjk/7) 9 (Xjk/7)
bin(X)=—1(Yj, =1) =22 4 1 (Y= —1) - — 21—,
#(X) Wi =1) 9(Xji/7) (i ) 1 — g(X;1/7)
At X,
9'(X2/7)

L ith probability g(X7./7)
o) T Vit Y 9L/ 7),
bik(X*) = *

S5 Ny .
W]}k/ﬂ with probability 1 — g(X7, /7).

Therefore E[b;;(X*)] = 0. Next we compute the variance:

Var[br(X*)] =E [ X*)] —E[b (X))

T ‘(xn/m) 1°
(( ://))] 9(Xj4/7) + llg_(g(;/k/))] (1= 9(X53/7)
PG
9/ — 90X, /7))

) (g(X*k‘/gﬂ((l i/;()l(*k/7>> 95/ = g(XG/7)

<s

TN

86
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The last step follows from the definition of s, and the fact that g(-) is a cumulative dis-

tribution function and its range is [0,1]. Each % is sub-exponential with mean 0,
2 2

. S S . . .
variance 427 = %5, satsifying Assumption 4.3.2.

To verify Assumption 4.3.1, for all X1, Xs € C, applying the Mean Value Theorem to

the second order remainder, IM = tX; + (1 — t) X3 for some ¢ € [0, 1] such that:
1
F(X1) = F(Xp) = (VF(X3), X1 = Xp) = 5 vee(X — Xo) 'VEE(M) vee(X1 — Xs).
Compute the Hessian of the loss function (4.2):

1 1
VPF(X) == Y —Bjr(X)vec(eje) ) vec(eje ),
v (j,k)er

where

9" (Xje/7)  ¢"(Xjr/7) >
93 (Xjx/T) ]k/T

(Vi = — (Xjn/7) 9*(Xjr/7) > ‘
= < (Xjk/T) * (1 —g(Xjk/T))2

Bjr(X) =1(Yje = 1) - <

Two parameters were introduced in (Ni and Gu, 2016) to control the quadratic lower and

upper bounds of the second-order Taylor expansion of the log-likelihood function:
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=it (65 - 507 ) (0t * 150 )
(@)

=) s (@) g"@) 9% g"(x)
bo = {|x|§li) (92@") 9(@) ) el <(1 —g@P 1~ g(ﬂﬂ)) }

Evaluating at M = tX; + (1 — t) X2, we have |Mj,/7| < p (recall the signal to noise

ratio p = 2), so that p, < Bjp(M) < L, for all j,k, and

F<X1) - F(X2) - <VF(X2)7X1 Z Bjk 6]627X1 - X2>2
(4,k) GQ
=3 Z Kn( X1k — Xoji)?,
(] k) GQ
where £ < Kj < % Note that according to (Zhang et al., 2018b), u = 4—2“—‘2’ and
L= ig 55, therefore we satisfy Assumption 4.3.1 with p < Kj, < L.

We can apply Theorem 4.3.5, HF < max {O B*riaie), O(rsf,elog d)} Note

that the 1/v? factor cancels out, since the RSS and RSC parameters y, L are of scale 1/1/2
due to the scaling of the loss function, therefore I' = O(v?). According to Lemma 4.6.2,

given sampling rate p, the preprocessing algorithm can achieve € = O (\ / logd> plugging

in € gives the error bounds. u

Sampling rate and error. In the uniform observation model, for both problems (Zhang

et al., 2018b) requires sampling rate p = O (ﬂ#), and achieves error rate O (%)
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and O (TI;’%I) for the two respective terms in the bound. In comparison, our results in the
semi-random model incur an additional factor of O(r?log? d) in both the required sampling

rate and the error.

4.5 Supporting Lemmas

In this section, we present our supporting lemmas: Lemmas 4.5.1 and 4.5.2. We make
use of prior results from the preprocessing procedure of (Cheng and Ge, 2018), which we
include in Section 4.6.1 as Theorem 4.6.1 and Lemmas 4.6.2, 4.6.3, and 4.6.4 for com-
pleteness. Our lemmas make use of these prior results, and together they characterize the
properties of the weight matrix W that are essential for establishing the parameters used
in the weighted RSC, RSS, and deviation conditions.

Lemma 4.5.1 is a consequence of Lemma 4.6.4 and 4.6.2, which bounds the deviation

of Frobenius norm of a matrix after applying weight matrix W on it.

Lemma 4.5.1. Suppose the preprocessing step produces weight matriz W that achieves
e-spectral-similarity. For all My, Ms from the constraint set C,
either || My — MQ”‘Q/V — || My = My||%| < ¢-||My — Ma||% for some small constant c,

or | My — Ma|% < O(8%*20%).

Proof. Based on the definition for constraint set C, we can write M; = U1V1T and My =
UV, for some Uy, Us € C1 and Vi, Vi € Ca, where C; = {U € R4X" | [Ullg,00 < 1}, and
Co ={V e RZ*" | ||V, < ag}. let X = [Uy,Us] € R and Y = [Vi, —Va] € R%X?7,

so that My — My = XY ".
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Following Lemma 4.6.2, suppose |W — J||, < Cey/d1dy for some constant C. We have

the following inequality:

2 2
T, = [T < 0 = 1 ¥ e D I

< IW = Jlly - Vdill Xl 0 - V2l [Vl o0 - 1 X g0 - Y]

2,00
2 2

= \/@ ||W - JH2 ’ HXHQ,oo ’ ||Y||2,oo

< C’edlan%ag

< Ced?a?.

The first inequality is an application of Lemma 4.6.4, the second inequality comes the shape
of X and Y, the third inequality is due to the bound on ||W — J||,, and the last inequality
comes from d = max (di, dz) and the definition of C; and Cs.

We consider two separate cases:

Case 1: if HXYTHQF > %ed2a2, then:

2 2 2
el v < e <
w F F

Case 2: otherwise HXYTHi7 < %eanQ, then:

2,2 2
gealQM =0 (B2T20'%6) . |

v <
F ¢ dids
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Lemma, 4.5.2 makes use of Lemma, 4.6.3 and Theorem 4.6.1 to provide an upper bound
on the maximum value in W, which is an additional property of W to accompany Lemma

4.6.2.

Lemma 4.5.2. Suppose the preprocessing step produces weight matriz W that achieves

e-spectral-similarity. Then we have |W{| .. = O(ev/dida).

Proof. Let G denote a d; x dy complete bipartite graph (corresponding to the full ma-
trix), and H denote the semi-random graph generated by including each edge of G with
probability at least p, i.e., edges in H correspond to the the observed indices in 2. Apply
weights W on H to get weighted graph H. Let L =D — A be the Laplacian of G, where
D is the degree matrix and A is the adjacency matrix. Similarly write L=D-—Afor H.
Let J € R4*% he the all ones matrix, I; € R4 [, € R¥%%% he identity matrices of
corresponding dimensions, we have:

doly  —J Dy, -W D, 0

L= L assuming D=

—JT 41, “WT D, 0 Do

Following Theorem 4.6.1, (1 —¢)L < L < L. For all z € R(d1+d2);

(1—€a'Le <z Lz (4.6)
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Consider = = [/d1e;; Vdzeg] where e; € R% ), € R% are standard basis vectors. We have

the following quadratic forms:

o' Lr = dido]y j; + dadi o ki — 2+/dida Tk

l‘TEl' = dlbvljj + dzDNQkk — 24/ dldQVij

By Lemma 4.6.3, Ejj < dy and 1721@14 < d1, so the quadratic forms simplify to:

2 Lz = 2didy — 2+/dydy

z! La < 2dydy — 2\/@ij

Combining (4.6) (4.7) and (4.8), we have:

2d1dy — 2ed1doy — 24/ d1do + 2/ dido < 2d1ds — 2/ dldQij
= Wj, < evdido+1—c¢

= O(ey/d1da) since ed = w(1)

4.6 Relevant Results and Omitted Proofs

4.6.1 Relevant Previous Results

We include some relevant results from (Cheng and Ge, 2018) here. The preprocessing

algorithm assigns weights to the edges of the semi-random graph H so that the resulting
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weighted graph is e-spectrally-similar to a complete graph G. For sufficiently large p,

(Cheng and Ge, 2018) proves the existence of weights w} with spectral similarity parameter

e =0 ( l(;gdd>, so that we can Theorem 4.6.1 with L as the Laplacian of G, E as the

edge set of H, and € = €.

Theorem 4.6.1 (Semi-random preprocessing, Theorem 3.1 (Cheng and Ge, 2018)). Fiz
€ >0, g < 1/10, and let L be the Laplacian of a di X dy bipartite graph. Given a set of m
edges E, let vector b, € RU+% represent an edge e € E, where e = (i, j) for some i € [dy],

J € [da], and be[i] = 1,b.[j] = —1. Assume there exists weights w) > 0 such that

(1—e€)L < > wibed) < (1+¢€)L.
ecE

We can find a set of weights we > 0 in time 6(m/60(1)), such that with high probability,

(1-0(eo) — )L < Y webed! < L.
eckE

Lemma 4.6.2 (Spectral properties of the weight matrix, Corollary 3.4 (Cheng and Ge,

2018)). For a matrixz completion problem under the semi-random setup, given € > 0, there

exist p = 0O (135251) such that if each entry of X* is observed with probability at least p, then
with high probability we can compute a weight matriz W € R¥*% jn time 6(m/eo(1)) that
achieves e-spectral-similarity, such that W is supported on Q and |W{|; < dy, |W] <

da, |W — J||y = O(ev/did2) where J is the all-ones matriz.
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Lemma 4.6.3 (Closeness of Laplacian and adjacency matrix, Lemma 3.6 (Cheng and Ge,
2018)). Let L=D— A and L=D—A be two graph Laplacians, where D, D are the degree

matrices and A, A are the adjacency matrices of the graphs. If (1 —€)L < L= L, then we

have (1 — G)Dii < D;; < D;; and HD71/2(;4V— A)D71/2H2 < 3e.

Lemma 4.6.4 (Preserving the norm via spectral properties, Lemma 4.3 (Cheng and Ge,

2018)). For any matrices X € RUX" Y € R®2X" and W € R1*92 ye have
2 P
Xy || =y I = Tl X 1Yl 1K D 1Y T

where J s the all-ones matriz.

4.6.2 Relevant Matrix Concentration Bounds

For completeness we include a lemma in contrast to Lemma 4.3.4, on the operator norm

of the gradient (deviation bound) in the uniform case.

Lemma 4.6.5 (Lemma B.2 (Zhang et al., 2018b),(Negahban and Wainwright, 2012)).

Consider noisy matriz completion with the uniform observation model. Suppose the noise

2

entry Ej, follows i.i.d zero mean distribution with variance s*. Then with probability at

least 1 — c1/d, we have

2
1 dlogd
— Z Ejkeje;Cr 36282&,
P e ) P
_ 19

where c1 co are universal constants and p dids-
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The following theorem provides a tail bound on the operator norm of a sum of random

matrices.

Theorem 4.6.6 (Matrix Bernstein inequality, Theorem 1.6 (Tropp, 2012)). Consider a
finite sequence {Zy} C R4>*% of independent random matrices. Assume that each random

matriz satisfies E[Zy] = 0 and || Zg||, < R almost surely, define

e maX{HzE[zkz,;r”
k

Sefaral],}

)
2

then Yt > 0,

Pr

[525], 2] = 0000 (s )

Note that as mentioned in (Negahban and Wainwright, 2012), according to (Vershynin,
2010) the same bound holds if each Zj is sub-ezponential with R = ||Zg|ly,, the sub-

exponential (Orlicz) norm of Zj,.

4.6.3 Self-Contained Proof of Corollary 4.4.1

Proof of Corollary 4.4.1. Consider the weighted loss function and its gradient:

1
Fw (X) =5 D WXk — Yir)?,
(J,k)EQ

VEv(X) = Y WX — Yir)ejey -
(4,k)eQ
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In order to achieve the error bound of the primal-dual framework in Theorem 4.2.4, we

first need to verify the RSC and RSS conditions (4.2.2). For all X;, X2 € C,

Py (X1) — Fiw(X2) — (VEFw (X2), X1 — X2)

1
=3 > Wikl Xk — Yir)? — (Xoge = Yie)’] = Y Wie(Xaje — Yie) (X1 jk — Xaji)
(4,k)EQ (4,k)eR

1
=3 > Wikl (X1 gk + Xoje — 2Yje) (X1 jk — Xoge) — (2Xajk — 2Vj%) (X1 5k — Xa )]
(J:k)EQ

1
=5 > Wi(Xue — X )’
(4,k)€Q

1
=5 X1 - Xol3y -

By Lemma 4.5.1, either || X1 — Xa|lf < (14 ¢)[|X1 — X33 for some constant ¢ < 45; or
| X1 = Xa[} < O(8%r?0te), and we take Xy = UVT, Xy = X* so that [UVT - X*||7. =
O(B?r%o?e).

Consider the first case:
(1= o) X1 — Xol[7 < | X1 — Xalljy < (1+ )| X1 — X2 7,

thus we can establish RSC and RSS conditions with p = 39/40 and L = 41/40.
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Next we verify the deviation condition (4.2.3). Consider the gradient at X*,

VFy(X Z Wik(X jk)e]ek
(5,k)EQ

.
> WirEjrejeq ,
ey

C : . 2 :
where each Ej; is i.i.d with mean 0, variance dll’ 5o According to Lemma 4.3.4, we have

IV Fw (X*)||3 = O(Fzed? log d) = O(v2elog d) =: 62,

We have established all the necessary conditions to apply the error bound in Theorem

4.2.4, which gives us HUVT H S I'r62 where I is a constant depending on p and L.
Given sampling rate p, the preprocessing algorithm can achieve € = kfdd according to

Lemma 4.6.2. Putting things together we have HUVT — X*Hf7 =0 (1/2\ / TZI;(?”). Recall

the error bound |[UVT — X*Hi, = O(B?*r%o%¢) = (62 2y ol logd) from the edge case in

Lemma 4.5.1, combining both terms gives us the overall error bound. ]

4.6.4 Self-Contained Proof of Corollary 4.4.2

Proof of Corollary 4.4.2. Consider the weighted loss function and write it in its stan-

dardized form:

Fin(X) = — =2 37 Wy [1(4 = 1) Tog (F(X) + 1(¥ = 1) -log (1~ F(X3)) |

=T 3 Wik []1(1/jk = 1) -log (9(Xj5/7)) + 1(Yje = —1) - log (1 —g(Xjk/T))]
(4,k)eQ
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Compute its gradient and Hessian with respect to X:

1

VEw(X) = —— > Wikhir(X)ejep,
2 ke
1
ViFy(X) = didr? Z Wi Bjx(X) vec(eje) ) vec(ejel )T,

(4,k)eQ

where e;, e, are standard basis vectors in R% R% and vec(-) is the vectorization operator,

and

g(Xj/T)
9(Xjn/T)
9*(Xji/T) g"(Xjk/T))

B_]k(X) = ]1(}/319 - 1) . (gQ(Xjk/T) B g(Xjk/T)

+ 1Y = —1) - <

9'(Xjr/7)

M o evE)

g Xu/) 9% (Xji/7)
L=g(Xpn/T) (1 -g(X/7)?)

Two parameters were introduced in (Ni and Gu, 2016) to control the quadratic lower

and upper bounds of the second-order Taylor expansion of the log-likelihood function:

o= min s (505 - ), (Dot + 1)
2 ,

b e {.i}ip,, (ggg)) ) gg<($>)> Jel<r <<1 ng(fx»? ! fl’(;i%) }

Recall the signal to noise ratio p = % and | X} /7| < p, so that for all indices (j, k), p, <

Bjp(X) < L,
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We first need to verify the RSC and RSS conditions (4.2.2). For all X;, X5 € C, by
applying the Mean Value Theorem to the second order remainder, IM = tX; + (1 — t)X»

for some ¢ € [0, 1] such that

Fi(X1) — Fir(X2) — (VFy(X2), X1 — X3)
= %vec(Xl — Xo) V2 Fy (M) vee(X; — Xo)

= 9,2 Z Wi B; eje;,Xl—X2>2
(4,k)eQ

2
= ﬁ ||X1 - X2||W®Ba

where W ® B € R%*% guch that (W ® B);, = W;Bj,(M).
By Lemma 4.5.1, either || X; — XQHW (I1+0)|| X1 — XQH%-' for some constant ¢ < 4—10;

or || X1 — X2||F < O(B*r%0%¢), and we take X; = UV ", X5 = X* so that HUVT - X HF =

O(B?r%0%e).

Consider the first case:

(1—o)| X1 — Xo|[7 <[1X1 — Xallfy < (1+ )| X1 — Xal7,

(1—|—c)

(1—c)u
e X - X% < 22\|X1 Xolfyon < 211X — Xall,

20 2

therefore we can establish RSC and RSS conditions with parameters u = (1 —c¢)u,/v* and
L= (1+c)L,/v>

Next we verify the deviation condition (4.2.3).
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Consider VFyy (X*) =

= Ty 2 Wikbik(X*)eje) where
j,k)eQ

(4,

/)
. 90X, /7)
bjr(X™) = "

with probability g(X7,/7),
g (X% /) : . *
W]}k/ﬂ with probability 1 — g(Xjk/T)-

Therefore E[b;;(X*)] = 0. Next we compute the variance:

Varlb (X)) = E[12,(X*)] — Elb(X*))*
JGm S I
g(Xjk/T)] Q(Xjk/7)+[1_g(X;k/T)] (1 —g(X5/7)) -0
X
9(X5/) (1= g(X /7))
"X* /T 2
- <g<x;<k|/i>(<fi/g<))|(;k/f>> 9D = 98/ T)

INA
S

S

The last step follows from the definition of s, and the fact that g(-) is a cumulative

distribution function and its range is [0,1]. By Lemma 4.3.4, ||V Fy (X*)|3
O(sfjed2 logd) =

_ 1
- d%dng
W . O(s%edQ logd) = O(sf,elog d/yQ) —. 52

We have established all the conditions required for Theorem 4.2.4 which gives the er-
ror bound HUVT — X*Hé

< I'ré%. Based on our choice of y and L, T' = I"v? where I"

is a constant depending on p, and L, which are constants given standardized distribu-

tion function ¢ and the dimension free signal to noise ratio p. Given sampling rate p,
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the preprocessing algorithm can achieve € = logd 5 ccording to Lemma 4.6.2. Puttin
»d g g

things together we have HUVT _X*va < 0 (s,%\/ﬂlgfiid) Recall the error bound
uvT — x*||>. = 0 B%rioie) = O (B%0? rtlogd) f10m the edge case in Lemma 4.5.1,
F 1 1 pd g

combining both terms gives us the overall error bound. ]



CHAPTER 5

ROBUST MATRIX SENSING IN THE SEMI-RANDOM MODEL

This chapter was previously published as Robust Matrix Sensing in the Semi-Random
Model by Xing Gao and Yu Cheng (Gao and Cheng, 2024).

5.1 Introduction

Low-rank matrix recovery is a popular inverse problem with many applications in ma-
chine learning such as collaborative filtering, image compression, and robust principal com-
ponent analysis (PCA) (Rennie and Srebro, 2005; Fazel et al., 2008; Candes et al., 2011).
In this paper, we study one of the most basic low-rank matrix recovery problems namely
matrix sensing (Candes et al., 2006; Recht et al.; 2010). In the matrix sensing problem,
we want to reconstruct a low-rank ground-truth matrix X* € R%*% from a collection of
sensing matrices {A4;}}" ; and the corresponding linear measurements b; = (4;, X).

For notational convenience, we define a sensing operator A[-] : R¥1*% — R™ such that
A[X] = b with b; = (A;,X) for i = 1...n. The goal is to solve the following rank-
constrained optimization problem:

min  ||A[X] — b||3 subject to rank(X) <.
X cR41xd2

102
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As optimizing over low-rank matrices are often computationally hard, one common ap-
proach is to replace the non-convex low-rank constraint with its convex-relaxation, which
results in the following nuclear norm minimization problem (Recht et al., 2010):

min || X||, subject to A[X] = b. (5.1)
XeRdlde

Another widely-used approach in practice is to consider the unconstrained non-convex
factorized parametrization (Recht et al., 2010; Ge et al., 2017; Bhojanapalli et al., 2016):

min

2
AUV — bH . (5.2)
UGRdl XT’VeRdQXT 2

and solve it with some form of gradient descent or alternating minimization.

Existing convex and non-convex approaches all rely on certain assumptions. A standard
assumption in the literature is that the sensing matrices satisfy the Restricted Isometry
Property (RIP), which means that the sensing matrices approximately preserve the norm
of a low-rank matrix. (Formally, %||X||% < LS (AL X)2< L-|| X ||3 given rank(X) < r
for some parameters r and L.)

In this paper, we relax the RIP condition on the sensing matrices and study a robust
version of the problem, which is often referred to as the semi-random model. More
specifically, an adversary “corrupts” the input data by providing any number of additional

sensing matrices A; that are adversarially chosen, but the corresponding measurements



104

b; = (A;, X*) remain consistent with the ground truth matrix X*. Consequently, only a
subtset of the sensing matrices satisfy the RIP condition and the rest of them are arbitrary.
This is an intermediate scenario between the average case and the worst case, which arises
more frequently in practice.

To the best of our knowledge, we are the first to study the matrix sensing problem
in this semi-random model. Formally, we consider the following adversary: suppose that
originally there was a collection of RIP sensing matrices {A;}!", (“good” matrices), then
the adversary augmented some arbitrary {A;};,, ., (“bad” matrices) and then shuffled all
the sensing matrices. The algorithm is then given the measurements based on the “good”
and “bad” matrices together. The combined sensing matrices are no longer guaranteed to
satisfy the RIP condition, but there exists a subset (indicated by an indicator vector w*)
that does, ie., T - X% < S w4, X)? < L - | X||%, where w} = L on the original
“good” matrices and w; = 0 on the “bad” matrices added by the adversary. In general,
the subset may be replaced by a convex combination and the indicator vector by a simplex.
Inspired by the adversary for semi-random vector regression in (Kelner et al., 2023a), we
refer to this condition as weighted RIP (wRIP) and formally define it in Definition
5.2.2.

Since the wRIP condition is a more general assumption than RIP, existing solutions
that rely on RIP might fail under the semi-random model with wRIP condition. As stated
in (Kelner et al., 2023a), this type of adversary does not break the problem from an

“information-theoretic perspective”, but affects the problem computationally. In partic-
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ular, existing non-convex approaches for matrix sensing (e.g., 5.2) may get stuck at bad
local minima as the RIP condition is necessary for proving landscape results regarding
the non-convex objective (see, e.g., the counter-examples provided in (Bhojanapalli et al.,
2016). The convex relaxation approach (5.1) does continue to work in the semi-random
model, because the augmented linear measurements are consistent with the ground-truth
matrix X* which simply provides additional optimization constraints. However, convex
approaches are often less desirable in practice and can become computationally prohibitive

when dj,d2 > 100 as pointed out in (Recht et al., 2010).

5.1.1 Our Contributions

The limitations of existing algorithms motivate us to pose and study the problem of

semi-random matrix sensing in this paper. We summarize our main contributions below:

e Pose and study matrix sensing in the semi-random model. We introduce the
more general wRIP condition on matrix sensing as a relaxation of the typical RIP
assumption, and provide a solution that is more robust to input contamination. Our
work will serve as a starting point for the design of more efficient robust algorithms for

matrix sensing, as well as other low-rank matrix problems, in the semi-random model.

e Design an efficient robust algorithm for semi-random matrix sensing. Our
algorithm is guaranteed to converge to a global optimum which improves on the existing
non-convex solution (Bhojanapalli et al., 2016) that can get stuck in bad local optima

in the semi-random model, while achieving a comparable running time as existing con-
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vex solution (Recht et al., 2010), informally stated in Theorem 5.1.1 below. A formal

statement can be found in Theorem 5.3.1.

e Adapt a reweighting scheme for semi-random matrix sensing. In contrast to
the non-convex approach that failed and the convex approach that avoided the challenge
posed by the adversary altogether, we study a new approach that directly targets the
semi-random adversary instead. We develop an algorithm using an iterative reweighting
approach inspired by (Kelner et al., 2023a): in each iteration, the algorithm reweights
the sensing matrices to combat the effect of the adversary and then takes a weighted

gradient step that works well based on the current solution.

e Exploit the connection between sparsity and low-rankness. Observing a du-
ality between sparse vectors and low-rank matrices, we draw a parallel between linear
regression and matrix sensing problems. By exploring the structural similarities and
differences between vector and matrix problems, we are able to extend and generalize
the work of (Kelner et al., 2023a) on semi-random sparse vector recovery to the higher
dimensional problem of semi-random matrix sensing. We emphasize that even though
the generalization from vector to matrix problems is natural, the analysis behind the

intuition is often nontrivial and involves different mathematical tools.

We state a simplified version of our main algorithmic result assuming Gaussian design.

The more general result is stated as Theorem 5.3.1 in Section 5.3.
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Theorem 5.1.1 (Semi-random matrix sensing). Suppose the ground-truth matriz X* €
R4*42 gsqtisfies rank(X*) < 7 and | X*| < poly(d). Let Ay,..., A, be the sensing ma-
trices and let by = (A;, X™*) be the corresponding measurements. Suppose there exists a
(hidden) set of Q(dr) sensing matrices with i.i.d. standard Gaussian entries, and the re-
maining sensing matrices are chosen adversarially, where d = max(dy,ds).

There exists an algorithm that can output X € R4 sych that | X — X*|| < € with
high probability in time O(nd“rlog(1/€)) * where w < 2.373 is the matriz multiplication

exponent.

5.1.2 Overview of Our Techniques

Since there exists a subset (or a convex combination in general) of the sensing matrices
that satisfy the RIP condition, a natural strategy is to reverse the effect from the adversary
by reweighting the sensing matrices so that they satisfy the RIP condition. However, it is
NP-hard to verify RIP condition on all low-rank inputs, so it is unclear how to preprocess
and “fix” the input in the beginning and then apply existing solutions to matrix sensing.
Instead, we make a trade-off between the frequency of reweighting and the requirement
on the weights by adopting an iterative reweighting approach: in each iteration, we only
aim to find a set of weights so that the weighted matrices satisfy some desirable properties
(not necessarily RIP) with respect to the current estimate X (as opposed to all low-rank

matrices).

L Throughout the paper, we write O(f(n)) for O(f(n) polylog f(n)) and similarly for Q(-).
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Inspired by the workflow in (Kelner et al., 2023a), our semi-random matrix sensing
algorithm (Algorithm 5.1) repeatedly calls a halving algorithm to reduce the error of our
estimate arbitrarily small. The halving algorithm (Algorithm 5.2) contracts the upper
bound on || X — X*||, which is the error between our current estimate X and the ground
truth X*, each time it is run. Inside this algorithm is a gradient descent style loop, where
in each iteration we try to minimize a weighted objective function, which is essentially the
weighted f2-norm of A[X;] — b (the distance to X* “measured” by the sensing matrices),
where the weights are provided by an oracle implemented in Algorithm 5.3. The algorithm
proceeds by taking a step opposite to the gradient direction, and the step is then projected
onto a nuclear-norm-bounded ball which is necessary for the weight oracle to continue
working in the next step. As we mentioned before, the weights from the oracle need to
satisfy some nice properties with respect to the current iteration estimate X;. Ideally,
the property should: firstly, ensure the gradient step makes enough progress towards X*;
secondly, can be derived from the wRIP condition so that we know such a requirement is
feasible; and lastly, be easily verifiable as opposed to the NP-hard RIP condition.

With the first requirement in mind, we define the weight oracle as in Definition 5.2.5,
adapted from the vector version in (Kelner et al., 2023a). The oracle output should satisfy
two properties, namely the progress and decomposition guarantees, and together they en-
sure the gradient step makes good enough progress toward X*. Intuitively speaking, the
progress guarantee ensures the gradient step is large in the direction parallel to the “actual”

deviation X — X* (as opposed to only reducing the “measured” deviation A[X] — b) and
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thus will make significant progress, while the decomposition guarantee ensures the gradient
step has small contribution and effect in other directions thus will not cancel the progress
after the projection. While the progress guarantee is quantified as an inner product, we
introduce a concept called “norm-decomposition” (Definition 5.2.4), the matrix analogy of
the “short-flat-decomposition” of vectors (Kelner et al., 2023a), to capture the decomposi-
tion guarantee, and we will provide more details later. For the second requirement, we can

loosely relate the two oracle guarantees to the wRIP condition: the (large) progress guar-

antee makes use of the lower bound in wRIP condition > | w;(A;, i )?” )2 > 1, and the
F

(small) decomposition guarantee makes use of the upper bound » " | w;(A;, i }?(' V2 < L.
We introduce a condition called decomposable wRIP (dRIP) (Definition 5.2.3) to for-
mally capture this relation, and we will show that it follows from the wRIP condition thus
we can achieve such an oracle. Lastly, we will show that the oracle properties can be easily
verified, meeting our third requirement.

A formal statement and a road map that leads to our main result can be found in
Section 5.3.

5.1.3 Related Work

Matrix sensing (RIP). There are two main types of existing solutions. The convex-
relaxation formulation 5.1 of the problem can be posed as a semidefinite program via
the standard form primal-dual pair (Recht et al., 2010), where the primal problem has a
(d1 + d2)? semidefinite constraint and n linear constraints. State of the art SDP solver

(Jiang et al., 2020) requires running time of O(nd??) where d = max(dy,d). The other
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approach uses non-convex formulation 5.2 to reduce the size of the decision variable from
d? to dr, improving computational efficiency. It is shown in (Bhojanapalli et al., 2016)
that there are no spurious local minima given RIP sensing matrices and incoherent linear
measurements in the non-convex approach, however, it is no longer applicable in the semi-
random model.

Semi-random model. First introduced by (Blum and Spencer, 1995), the semi-random
model has been studied for various graph problems (Feige and Kilian, 2001; Perry and
Wein, 2017; Mathieu and Schudy, 2010; Makarychev et al., 2012). Previously the work of
(Cheng and Ge, 2018) applied the semi-random model to the matrix completion problem,
and recently (Kelner et al., 2023a) studied sparse vector recovery in this model.
Semi-random matrix completion. Low-rank matrix problems such as matrix com-
pletion and matrix sensing have similar optimization landscapes (Ge et al., 2017), thus
development in one often lends insight to another. Prior work (Cheng and Ge, 2018) on
the closely-related problem of matrix completion under the semi-random model showed
that all bad local optima can be eliminated by reweighting the input data via a preprocess-
ing step. It exploits the connection between the observation data matrix and the Laplacian
matrix of a complete bipartite graph, and gives a reweighting algorithm to preprocess the
data in a black-box manner. However, the analogous approach for matrix sensing requires
reweighting a set of matrices to satisfy RIP, which is a condition that is NP-hard to check,

thus is not practical in the matrix sensing problem.
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Semi-random linear regression. In order to overcome the barrier of the reweighting
or preprocessing approach mentioned earlier, we take inspiration from the work of (Kelner
et al., 2023a) on sparse vector recovery under the semi-random model. One of their main
contributions is the “short-flat decomposition”, which is a property that can be efficiently
verified for a given vector (locally), instead of verifying the RIP condition for all sparse
vectors (globally). They provide a projected gradient descent style algorithm, where the
rows of the sensing matrix are reweighted differently in each iteration to ensure a “short-flat
decomposition” exists for the gradient. We draw a parallel between the problem of sparse
vector regression and low-rank matrix sensing, and extend their work on linear regression

of sparse vectors to the more generalized problem of sensing low-rank matrices.

5.2 Preliminaries

5.2.1 Notation

Throughout the paper, we denote the ground-truth low-rank matrix as X*. We assume
X* € RW*% rank(X*) = r, and dy,dy have the same order of magnitude. Let d =
max(dy, dz).

We write [n] for the set of integers {1,...,n}. We use A" for the nonnegative probability
simplex in dimension n, and RY for the set of vectors with nonnegative coordinates in R™.
For a vector x, we denote its {1, {2, and {-norms as ||z, ||z||, and ||z| ., respectively,
and write the i'! coordinate in z as x;. For a matrix A, we use ||A]|,, ||All,, and ||A| for

the nuclear, spectral (operator), and Frobenius norms of A respectively. For a matrix A,
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we use A(p) = argming,nan<y |[A — A’|| to denote the best rank-k approximation of A;

or equivalently, given the SVD of A = >°_, oyu;v,, we have Ay = Zle ouv; where
o1, ...,0% are the top k singular values of A.

We write tr(A) for the trace of a square matrix A. For matrices A, B € R1*%  we write
(A, B) for their entrywise inner product (A, B) = (A, B) = tr(A"B) = > ik AjpBjk- A
symmetric matrix A € R4 is positive semidefinite (PSD) if and only if A = U U for some
matrix U, and we write A < B if A and B have the same dimension and B — A is positive
semidefinite. We write exp (A) as the matrix exponential of A; if A is diagonalizable as
A=UDU! then exp(A) = Uexp(D)U ™.

5.2.2 Definitions

We formally define the matrix sensing operator and observation vector below.

Definition 5.2.1 (Matrix Sensing Operator). Given a collection of sensing matrices A =
{A;}n, € RAX% e define the sensing operator A[-] : R1*% — R™ such that A[X] = b

where b; = (A;, X) for X € Rhxdz,

In other words, we have b:= Y"1 | (A;, X)e; where e; is the il standard basis vector in
R™. Throughout the paper, we use either A or {4;}? ; to represent the sensing matrices.
To consistently recover a rank-r matrix in general, the number of measurements n
should be at least (dy+da—r)r (Candes and Plan, 2011), hence we assume n = €2(dr) where

Q suppresses log factors. In most matrix sensing literature, it is standard to impose the

Restricted Isometry Property (RIP) condition on the sensing matrices. The RIP condition
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states that A[-] is approximately an isometry on low-rank matrices, which means the (-
norm of the observation vector is close to the Frobenius norm of X*.

In this paper, we consider a semi-random model and relax the RIP condition as follows:
we require that there exist weights {w}}? ; (or w* € A™) so that the weighted sensing
matrices {\/w}A;}7_, satisfy the RIP condition. We call this relaxed assumption the
wRIP (weighted RIP) condition, following the convention in (Ielner et al., 2023a).

We formally define RIP and wRIP conditions below.

Definition 5.2.2 (RIP and wRIP Conditions). We say a collection of sensing matrices
A = {A;}, € RU*9% gqatisfies the RIP (Restricted Isometry Property) condition with
parameters r, L, and p if the following conditions hold for all X € R4 X% with rank(X) < r:

1. Boundedness: || Al < p;

2. Tsometry: - |1X|[3 < L S0, (A0 X)2 < L- | X3

Further, we say A = {A;}}'_, satisfies the wRIP (weighted RIP) condition with param-
eters r, L, p, if 3w* € A" such that the following conditions hold for all X € RU> ith
rank(X) <r:

1. Boundedness: || A;]| < p;

2. Isometry: +-|[X|% < S0, wi(A, X)? < L ||

Notice that wRIP is a relaxation of the RIP condition, because we can choose w} = 1/n

for all 7 in the standard RIP setting. More importantly, wRIP is strictly weaker. For
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example, wRIP allows a (possibly majority) fraction of the sensing matrices to be chosen
adversarially. We want to emphasize that the algorithm does not know w* — one of the
main challenges of semi-random matrix sensing is that finding w* seems computationally
hard, because it is NP-hard to check the RIP condition.

For presenting our algorithm and analysis, we introduce a variant of the wRIP condition

called dRIP (decomposable-wRIP), inspired by Assumption B.1 in (Kelner et al., 2023a).

Definition 5.2.3 (dRIP Condition). We say a collection of sensing matrices A = {A;}1 C
RAX4d2 sqtisfies the dRIP (decomposable wRIP) condition if 3w* € A" and constants

L,K,r,p>1, such that for all V € R4*% satisfying ||V | - € [i, 1V, <2v2r:

1. Boundedness: || Al < p;

2. Isometry:

1 <Y wi(A, V)2 < L, equivalently + < Y1 wiu? < L where u; = (A, V);

3. Decomposability:

(L, %ﬁ)—norm—decomposition of G* =371 L wi(A, VYA =00 wiuAy.

Definition 5.2.4 (Norm Decomposition). We say a matric G has a (Cr,Cs)-norm-

decomposition if 3S and E s.t. G =S+ E, and ||S||p < CF, ||E|, < Cs.

The main difference with wRIP is that dRIP requires the additional “decomposition”
property. Observe that G* is the (weighted) gradient at the point V. At a high level, we

would like to decompose the gradient into two matrices, one with small Frobenius norm
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and the other one with small operator norm. Our matrix norm-decomposition is inspired
by the “short-flat-decomposition” for vectors in (Kelner et al., 2023a).

In Section 5.4, we will explain the motivation behind the norm decomposition as well
as how to efficiently verify such a decomposition exists. We will also show that the dRIP
condition is closely related to wRIP (by choosing parameters within a constant factor of
each other) in Section 5.6.3.

A crucial component in our algorithm is a weight oracle inspired by (Kelner et al., 2023a)
that produces a nonnegative weight on each sensing matrix (the weights are in general
different in each iteration), such that the weighted gradient step moves the current solution
closer to X*. The oracle should output weights that satisfy certain properties which we
term progress and decomposition guarantees. The purpose of these two guarantees is

further explained in the proof of Lemma 5.4.2 in Section 5.6.1.

Definition 5.2.5 (Weight Oracle). We say an algorithm O is a (Cprog, Cr)-oracle, if
given as input n matrices A = {A;}, C R4*% and an vector u = A[V] € R"™ where
Ve RU*% ||V € [1,1], and ||V], < 2V2r, the algorithm O(A,u,8) returns a weight

vector w € RYy such that the following conditions hold with probability at least 1 —¢:

1. Progress guarantee: Y iy wiu? > Chrog;

CP T0g

6v/r

2. Decomposition guarantee: 3(Cr,

) norm-decomposition of G = > | wju; A;.

Note that the progress guarantee is equivalent to (G, V) > Cprog-
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Finally we define numerical rank which we use in our analysis. Numerical rank serves
as a lower bound for the rank of a matrix based on its nuclear norm and Frobenius norm.

That is, we always have Rank,(A) < rank(A).

Definition 5.2.6 (Numerical Rank). The numerical rank of A is Rank,(A) =

5.3 Semi-Random Matrix Sensing

In this section, we present our main algorithm (Algorithm 5.1) for semi-random matrix
sensing. With high probability Algorithm 5.1 recovers the ground-truth matrix X* to

arbitrary accuracy, formally stated in Theorem 5.3.1.

Algorithm 5.1: SemiRandomMatrixSensing(Ry, €, 9, A, b)
1: Input: Ry > || X*||p, b= A[X"],e > 0,6 € (0,1);
Output: Xout s.t. || Xout — X*||p < €.
Xo + 0,7 + log 2 6" + 2 R + Ry;
for 0 <t <T do
Xi11 < HalveError(Xy, R, 0,8, A,b), R + &;
end for
Return Xt +— X7

Theorem 5.3.1 (Matrix sensing under wRIP). Suppose the ground-truth matriz X* €
R41>42 satisfies rank(X*) < 7 and | X*||p < Ro. Suppose the sensing matrices A = (A; €
Ré1<d2)n - satisfy (r, L, p)-wRIP (as in Definition 5.2.2). Let b = A[X*] € R™ be the
corresponding measurements. For any €,0 > 0, Algorithm 5.1 can output X € R¥*d2

such that || X — X*||p < € with probability at least 1 — §. Algorithm 5.1 runs in time
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O(nd* polylog (d) log (% log %)7‘/}2L‘1 log %) where d = max(dy,dz) and w < 2.373 is the

matrix multiplication exponent.

Theorem 5.1.1 is a direct corollary of Theorem 5.3.1 under Gaussian design.

Proof of Theorem 5.1.1. When there are Q(dr) sensing matrices with i.i.d. standard
Gaussian entries, the input sensing matrices satisfy (r, L, p)-wRIP for L = O(1) and p =

O(d/?) with probability at least 1 — This follows from a standard proof for RIP

1
poly(d)

and the fact that we can ignore any sensing matrices with ||4;], > d'/2. We assume that

the wRIP condition is satisfied.

By Theorem 5.3.1, when L = O(1), p = O(d"/?), Ry = poly(d) and § = pol}ll(d)’
Algorithm 5.1 can output a solution X such that || X — X*||, < e with high probability.

The runtime of Algorithm 5.1 can be simplified to O(nd“*'rlog(1/e)). [

We first provide a road map for our analysis for proving Theorem 5.3.1:

e Our main algorithm runs a “halving” subroutine for log % iterations to reduce the error
to €. Each call to this subroutine reduces the upper bound on the distance between the
current solution and the ground truth X* by half. This halving subroutine runs in time

O(nd* polylog (d) log (% - log %)szL‘l) according to Lemmas 5.4.2 and 5.4.3.

e In Section 5.4, we present the halving algorithm (Algorithm 5.2). It depends on a
(©(1),0(1))-oracle, and Lemma 5.4.1 shows that the oracle guarantees can be easily
verified. The algorithm’s correctness and running time are analyzed in Lemma 5.4.2

and Lemma 5.4.3.
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e In Section 5.5 we present the weight oracle required by the halving algorithm. We

first show in Lemma 5.5.1 that the wRIP condition implies that the sensing matrices
satisfy the dRIP condition tailored to the design of the oracle. Then we present an

implementation of the oracle in Algorithm 5.3 based on the dRIP condition, and analyze

its correctness and running time in Lemma 5.5.3 and Lemma 5.5.6.

5.4

Algorithm for Halving the Error

In this section, we present Algorithm 5.2 (HalveError). Algorithm 5.2 takes an estimate

Xin with || Xin — X*||p < R and outputs Xoyut such that [|[Xow — X*||p < %. This is the

matrix version of the HalfRaidusSparse (Kelner et al., 2023a) algorithm for vectors.

Algorithm 5.2: HalveError(Xiy, R, O, 0, A,b) (Kelner et al., 2023a)

1: Input: Rank-r matrix Xi, € R1*% || X;, — X*||» < R, O is a (1,12L?)-oracle for A
with failure probability ¢ € (0, 1), linear measurements b = A[X*] .

2: Output: Xoue € RU¥% st || Xous — X*p < g w.p. >1—¢ and rank(Xou) < 7 .

3 Xo 4 Xin, X = {X € R"*® | | X — X, < V2rR}, = ggqpa, T =2 .

4: for 0 <t < T do

5: Ut <— %(A[Xt} — b) ; /* Ut = A[%] where (ut)l = %<A27Xt — X*> */

6: Wi %C’)(.A,ut,%) ;

7: Gt — Z?:l (wt)z(ut)zAl ;

8 if O output satisfies the progress and decomposition guarantees on u; then

9: Xip1 < argminyey | X — (X; — nRGY)||% ;

10:  else

11: Return Xou < (X¢) () 5 /* Rank-r approximation of X; */

12:  end if

13: end for

14: Return Xoug < (X7) () 5
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A crucial requirement of the algorithm is a (£2(1), O(1))-oracle for A. In each iteration,

the oracle takes a vector u; = A[)%]_b, which is the (normalized) “measured deviation”

between current estimate X; and X*, and computes a weight vector w;. The algorithm

then tries to minimize the weighted objective function by gradient descent:

n n

_yx 2
Objective: fy(X) = %Z (we)i (A;, ¥> Jle fil(Xy) = %Z (we)i(ur)3,
i=1 =1
. n X - X* . n
Gradient: Vx fi(X) = (wr)i(As, 5 A de Gr=Vxfi(X)lx, = > (we)i(ue)iAs.
i=1 1=1

Ideally in the next iteration, we would like to make a step from X; in the opposite direction
of the gradient G; with the goal of minimizing the deviation in the next iteration. However,
we cannot take a step exactly in the direction of G}, and our movement is constrained
within a ball of (nuclear norm) radius v/2rR centered at Xj,, namely the region X = {X |
| X — Xinll, < V2rR}. Nuclear norm is used as a proxy to control the rank and Frobenius
norm of X; simultaneously throughout the algorithm: firstly, since || Xi, — X*||p < R,
it makes sense that in each iteration || X; — Xin||p < R as well; secondly, while trying
to minimize the difference between X; and X™*, we also want to ensure the rank of X;
is relatively small, i.e. rank(X;) < O(r). To tie things together, we use the following

relationship between rank and numerical rank:

X, — Xinl?
rank(X; — Xin) > Rank, (X; — Xin) = M
||Xt - XinHF
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Assuming rank(X;) > rank(Xi,) and || X; — Xin||p < R throughout, then rank(X;) >
%. Roughly speaking, in order for rank(X;) < O(r), it is necessary that
| Xt — Xinll, < O(WrR), i.e. X; is inside some nuclear norm ball X of radius O(y/rR)
centered at Xj,. We set the radius of X to be v/2rR so that X* € X, since || Xi, — X*p <
R, rank(Xj, — X*) < 2r therefore || X* — Xi,||, < v2rR. Thus we confine our movement
within this nuclear norm ball of radius v/2rR centered at Xj, throughout the algorithm,
and take the rank-r approximation of the last X; to ensure rank(X,,) < 7 upon the
termination of the algorithm.

To analyze the algorithm, first we show how to check whether the weight oracle output
satisfies the progress and decomposition guarantees. The progress condition ;- , wiuf >1

is trivial to verify, and we check whether G is (Cr, C2)-decomposable using Lemma 5.4.1,

with details and proof deferred to Section 5.6.1.

Lemma 5.4.1 (Verify norm decomposition). Given a matriz G = ULV = Zf-l:l o,
and Cy > 0, suppose o1 > ... > of, > Ca > Op41... > 04, then for all |E|l, < Ca, we have

IG — E|} >S5 (05— Co)2.

The following lemmas analyze the algorithm’s correctness and show that it terminates
with the desired distance contraction, as well as its running time. The proof is deferred to

Section 5.6.1.



121

Lemma 5.4.2 (Algorithm 5.2: HalveError). Given a (1,12L?)-oracle for A with failure
probability 6 € (0,1), where A satisfies the dRIP condition 5.2.3, and b = A[X*], Algorithm

5.2 succeeds with probability at least 1 — 9.

Lemma 5.4.3 (Running time of Algorithm 5.2). Algorithm 5.2 with failure probability 6

runs in time O(nd“ polylog (d) log %r,ozL‘l).

The crucial part of Lemma 5.4.2 shows that if current estimate X; is sufficiently far
from X*, ie. || Xy — X*| > iR, then according to Lemma 5.5.3 with high probability
the weight oracle produces an output satisfying the progress and decomposition guar-
antees, and each iteration of Algorithm 5.2 decreases the distance to X™* by a constant
factor: || Xi — X*||% < (1-13) - |1X¢ - X*||%,, thus after sufficient number of iterations
the distance to X* will be halved. On the other hand, if the weight oracle fails, with high
probability the current estimate X; is already sufficiently close to X™*, thus the algorithm

can terminate early.

5.5 Oracle for Reweighting the Input

In this section, we present an algorithm (Algorithm 5.3) that serves as the weight oracle
required by the error-halving algorithm (Algorithm 5.2). Algorithm 5.3 is the matrix ver-
sion of the StepOracle (Kelner et al., 2023a) algorithm for vectors. We first state that, given
proper choices of parameters within a constant factor, the wRIP condition 5.2.2 implies
the dRIP condition 5.2.3, which is a more suitable property for our oracle implementation.

The proof is deferred to Section 5.6.3.
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Lemma 5.5.1 (WRIP = dRIP). If A satisfies wRIP condition 5.2.2 with parameters
r', L', p, then A satisfies the dRIP condition 5.2.3 with parameters L,K,r,p such that

L=0O(L"), r=0(r"), and some constant K > 1.

Now we are ready to present an implementation of the weight oracle in Algorithm 5.3
based on the dRIP condition. This algorithm takes as inputs the dRIP sensing matrices
A and a vector u. If w is an applicable input to the oracle, with high probability the
algorithm outputs a weight vector w satisfying the progress and decomposition guarantees
as in Definition 5.2.5.

First we introduce some potential functions used in the algorithm, adapted from vector

versions from (Kelner et al., 2023a).

Definition 5.5.2 (Potential Functions in Algorithm 5.3). For sensing matrices A =
{A;}, and input uw € R™ to the oracle, we define the following potential functions on

weight vector w € R™:

e Progress potential: ®pop(w) = Y1 | wiu?.

[[wlly

 Decomposition potential: ®g4c(w) = ming), <], (,uQ log [F(Gyw —S’)]) + 101s

where Gw = Z?:l wluZAZ and F(E) =tr €Xp (EJQE) .
e Overall potential: ®(w) = Pppog(w) — CrPy.(w).

o2
]u(f )> where o;(E) is the j' singular value of E, due

Note that F(E) = Z;-lzl exp <

to properties of the exponential of a diagonalizable matrix.
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The progress and decomposition potential functions control the progress and decom-
position guarantees respectively, and later we will show that the termination condition is
implied by the overall potential ® > 0. Consequently, by maximizing the overall potential
each round, the algorithm tries to make as much progress as possible while ensuring G is

decomposable.

Algorithm 5.3: Weight oracle O(A, u,d) (Kelner et al., 2023a)
1: Input: Sensing operator A satisfying dRIP condition 5.2.3, u € R™ .
2: Output: w € R™ such that the algorithm is a (1, 12L?)-oracle as in Definition 5.2.5

with probability > (1 — ).

3: CelOS,M%\/C%Ogd,ne
4: for 0 < k < N’ do
5 wq < 05

6: for 0<t< N do

7

8

9

8Ln

/ 1
N’ < logy 5, N < Pl

1
Krp?logd’

if ®prog(we) > 1 then
Return w + wy;

else
10: Sample ¢ € [n] uniformly random;
11: St 4 argmax,cp ) L(w + se;);
12: Wi41 < Wt + Stei;
13: end if
14:  end for
15: end for

16: Return w < 0 ;

Lemma 5.5.3 (Algorithm 5.3: weight oracle). Suppose A satisfies dRIP condition 5.2.3
and u is an applicable input to the weight oracle (that is, w = A[V] € R" for some V €
REX satisfying |V € [3.1] and |V||, < 2v2r). Then, Algorithm 5.3 is a (1,12L?)-

oracle for A (as in Definition 5.2.5) with failure probability at most §.
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We prove this lemma in two steps: first we show in Lemma 5.5.4 that the output is
valid; then in Lemma 5.5.5 we show that the oracle achieves the success probability. Finally
we analyze the running time of Algorithm 5.3 in Lemma 5.5.6. The proofs follow similar
techniques as the results on vectors (Lemma 11, 13, 14 (Kelner et al., 2023a)), and are

deferred to Section 5.6.2.

Lemma 5.5.4 (Correctness of Algorithm 5.3). If Algorithm 5.3 terminates from the inner

loop, the output satisfies the progress and decomposition guarantees as defined in 5.2.5.

Lemma 5.5.5 (Success probability of Algorithm 5.3). Given A satisfying dRIP condition
and applicable input u, Algorithm 5.3 terminates from the inner loop with probability at

least 1 — 4.

Lemma 5.5.6 (Running time of Algorithm 5.3). Algorithm 5.3 with failure probability 6

runs in time O(nd® polylog (d) log $7p?).

Although our weight oracle is inspired by the step oracle in (Kelner et al., 2023a)
for vectors, it is worth noting that Lemma 5.6.2, a key component used in the proof of
Lemma 5.5.5, is significantly different in the matrix case compared to the vector case.
Lemma 5.6.2 upper bounds the increase in ®4. each round, which is then used to provide
a lower bound for the increase in ®. Combining Lemma 5.6.2 with our earlier remark that
the algorithm terminates when ® > 0 gives us the number of iterations needed to terminate

with high probability.
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5.6 Omitted Proofs

5.6.1 Omitted Proofs From Section 5.4

To check whether G is (Cr, Cy)-decomposable using Lemma 5.4.1, we first consider the
following construction. Suppose the SVD of G is G = USV T = Zle aiuivi—r . Let § =
2?21 uiuiv; with u; = max(o; — C,0) and let E = Zle )\iuiv; with A; = min(Cy, 0;).
In other words, suppose o1 > ... > o > Cy > 0pqq... > 04. For i < k (ie., o; > C9),

let pu; = 0; — Cy and \; = Co; for i > k (i.e., 05 < Cy), let p; = 0 and \; = 0;. We have

G =S+ E with |E|l, < Cy, and ||S; = /S5, (07 — C2)2. Then by Lemma 5.4.1, G is
(Cr, Cy)-norm-decomposable if and only if ||S||r < Cr because:

e if ||S]|z < CF, we have a valid (Cr, C2)-norm-decomposition for G;

e if ||S||z > CF, a valid (CF, C2)-norm-decomposition does not exist for G.
Proof of Lemma 5.4.1. Fix any E with ||E|, < Cy. Observe that for all 1 <i <k, we
have u;-I—GUi =0; and —Cy < UZTEUi < (5. Consequently, for all ¢ < k, we have o; > Cy
and uZT(G — E)v; > 0, — Cy > 0.

Let S =G — E, we have

st < sy - 5 (07sv)’

ij
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Proof of Lemma 5.4.2. We will first show that the distance to X™* decreases by a con-

stant factor after each iteration:
2 n 2
X = X7 < (1- ) - 1% = X713

Consider iteration ¢ in Algorithm 5.2: X1 = argminycy || X — (X; — nRGY)||%. Tak-
ing the gradient of | X — (X; — nRGy)|% at X = Xip1, we get 2[Xsy1 — (X — nRGY)].

Since X* € X and X, is the local minimizer in X"
2(Xp41 — (Xt —nRGY), Xy — X™) <0.
Rearranging the terms gives
NR(Gy, Xpp1 — X¥) < =2(Xpy1 — Xy, X1 — X7).

To Slmphfy, let D = Xt+1—Xt, Dt = Xt—X*, Dt+1 = Xt_|_1—X*. Note that D+Dt = Dt+1.

Then the inequality becomes

2nR(Gt, Dit1) < —2(D, Dyyq)
= (D —Di11,D — Diy1) — (D, D) — (Dyq1, Dyy1)

= (D¢, Dt) — (D, D) — (D41, Dt41).
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Rearrange terms, we have

DI = 1 Desi || = 20R(Gy, Dest) + (D, D)

Inequality (5.3) provides a lower bound on the distance contraction after each iteration.
We break the right-hand side into two parts. The first term 2nR(G¢, D;) corresponds to the
magnitude of the step G; in the direction Dy = X; — X*, which is the progress made by this
step. To lower bound it, we will use the progress guarantee of the (1, 12L?)-oracle. Recall
u; = % (A[X;] — b) and consider V; = £(X; — X*) = £D; so that u; = A[V;]. Given that
the oracle’s output satisfies the progress guarantee, which states that > 1 ; (w);(ug)? > 1,

we have:

2nR<Gt7 Dt> = 27]R2<Gt7 V;f>

= 2nR? <i (wy)i(ug)iAg, Vt>

=1

(we)i(ug);

M=

Il
MR

= 2 R?

(2

> 2R (5:4)

The remaining term 2nR(Gy, D)+(D, D) might be negative and cancel some of our progress.

A natural attempt is to try to bound it using 2nR(G, D)+ (D, D) > —n? R?(Gy, G;). How-
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ever, the wRIP condition of A does not provide any guarantee on ||Gy[|%. (In fact, we can
derive that ||G||, < L from wRIP, but the best we can hope for is ||G||% < rank(G) - |G||3
where rank(G) < d.) This motivates the decomposition property in the dRIP condi-
tion 5.2.3 and in the weight oracle. The idea is that even though we cannot directly bound
|G¢|| g, we can in fact lower bound 2nR(Gy, D) + (D, D) the term by decomposing G; into
a Frobenius-norm-bounded matrix S;, and an operator-norm-bounded matrix F;. Specifi-
cally, we will use the decomposition guarantee of the (1, 12L?)-oracle, which states that
there exists norm-decomposition of Gy = S; + E; where ||Si|| < 12L? and || E¢|, < 6—\1%.
As our movement is confined in X', D = X1 — X; is nuclear-norm-bounded so the inner

product (Ey, D) can be bounded by generalized Holder’s inequality. Recall n = ﬁ.

2nR(Gy, D) + (D, D) = 2nR(E, D) + 2nR(S;, D) + (D, D)
> —2nR | Ely - | D|l, — n*R*(St, St)
1
> R —— - 2V2rR — n*R? . 144L*
> —2R N V2rR — n*R
—%URZ. (5.5)

AV

Putting inequalities 5.3, 5.4 and 5.5 together:

3
2 2 n 2
|Dill7 = I1Desa 7 > 208> = SnR? > - || Dyl

n
1Dl < (1= 3) - 1Dl



129

In the case that the algorithm terminates after T' = % iterations,
T T 1
IXr - X < (1= 3) o - X1 S op (<) B2 < o2

* * 1
[ Xout = X|[p < [ Xout = Xrllp + | X7 = X7||p < 2[| X7 — X7|[p < S R.

The last inequality comes from X,y being the best rank-r approximation of Xp.

In the case that the algorithm terminates early at Line 11, we can assume with proba-
bility at least 1 — % that the weight oracle would have succeeded given applicable input u;.
Then failure to satisfy the progress and decomposition guarantees means that wu; is not an
applicable input, which means V; does not satisfy the norm constraint in the weight oracle.
V4], < 2v/2r is guaranteed because X; € X, and ||Vi||p = %HXt — X*||p is decreasing in
each round, so we must have ||V;|| < %, which means || X; — X*|» < 1R. By the same
argument as above, || Xou — X*||p < %R.

Finally, by a union bound on the failure probability of the weight oracle, the algorithm

succeeds with probability at least 1 — 6. [ |

Proof of Lemma 5.4.3. Algorithm 5.2 has a for-loop that’s repeated for T = O(L?)
times.

Inside the loop, line 5 and 7 takes linear time O(nd?). Computing w; using the oracle
(line 6) runs in time O(nd* polylog (d) log %7“,02) according to Lemma 5.5.6. Line 8 through
line 12 are all upper bounded by time of SVD, which is on the same order of matrix

multiplication O(d*) (Demmel et al., 2007), with current best of O(d?-373)(Williams, 2014).
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In particular, verifying the oracle guarantees (line 8) can be solved as an eigenvalue problem.
Finding X;41 (line 9) is equivalent to projecting X/, := %ﬁ;;{xm onto the unit nuclear
norm ball. We first perform SVD on X/ ; then binary search for the largest truncation
from its singular values to reach the nuclear norm sphere in time O(dlogd), and the entire
projection step is dominated by SVD. Finally the output step consists of SVD and matrix
multiplication.

The overall running time of the algorithm is dominated by the weight oracle, so the

total running time is O(nd“ polylog (d) log %rpQL‘l). |

5.6.2 Omitted Proofs From Section 5.5

First we state a couple of lower bounds related to the decomposition potential function,

similar to Lemma 11 (Kelner et al., 2023a) for vectors.

Claim 5.6.1. p?log[F(E)] > p?log(d) and u?log[F(E)] > ||E|3.

o2(E) .
L~ ) > 1 for all j € [d], therefore
w

Proof. For the first lower bound, exp (

d 02
F(FE)= Zexp < J/;E)) >d.
j=1

For the second lower bound,

N e (G AE) _ . (1Bl
F(E) = jz;exp <H2> > exp < .2 ) = exp 2 | [ |
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Proof of Lemma 5.5.4. We start with wg = 0, which means ®po6(wo) = 0, Pyc(wo) =
p?logd, and ®(wp) = 0 — Cru?logd = —1.

At each round, since s; is chosen to maximize ®(w; + sie;), in particular if we choose
st = 0 then ®(wiy1) = P(wy), so P(wey1) > P(wy) which is non-decreasing. By defi-

nition ®proe(wy) is also non-decreasing, and increases by at most 1 each round, because

Dprog(Wit1) — Pprog(we) = seuf < n[|Aill [IVI].)* < 8nrp? < gz < 1. Pac(wy) may not
be monotone, but we have ®q.(w;) > p?log d.

Suppose the algorithm terminates at round ¢ during one of the inner loops, which means
Qprog(wi—1) < 1and 1 < $prop(wy) < 2.

Progress guarantee: ®,,00(w;) = > 1, (w;)u? > 1 is satisfied upon termination.

Decomposition guarantee:

(I)(wt) = (I)prog(wt) - CT(I)dC(wt) > q)(w()) =—1,

: 2 Hthl (I)prog(wt) +1 3
log [F(Gy — )] ) = Byo(wy) < e L 9
1S p<Llwil (1108 [F (G — 5] tacpy = Relv) s —— 5= <&
3 3
log [F(G —s)<7:>35 <L b |Gy — S|2 < —,
151wl (#2108 [F (G, = 5) =Cr 117 < Lllwilly st [1Gw, — S5 < &
w 3
So there exist ||S|r < 12L? and ||E|, = |G- S|, < L% = —6\1/; which satisfy the

decomposition guarantee.
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Pprog(wyr)+1
s ~— <

r =

Notice that for any round ¢’ < ¢, ®prog(wy) < 1, we also have Pgc(wy) <
%, 50 Pyc(wy) < % throughout the algorithm, which is a fact we will use later in Lemma

5.6.2. -

Proof of Lemma 5.5.5. We first show the probability that the algorithm terminates
from the inner loop is at least 3, i.e., Pr[®poq(wy) > 1] > 3 for some ¢t < N.

Notice that ®(wy) = Pprog(wi) — CrPgc(wy) > 0 = Pprog(wi) > Crdge(wy) >
Crd4.(wp) = 1, therefore the algorithm starts with ®(wp) = —1 and will terminate once
®(w;) > 0 . Also notice that throughout the algorithm ®(w;) < 1 because ®prop(wy) < 2
and Cr®gy.(w;) > 1 (from proof of Lemma 5.5.4).

To prove by contradiction, assume that Pr[®p.oq(w:) > 1] < % for all t < N, i.e.,
Pr[continue] > % for all rounds. We will lower bound the expected increase in ®(wy)
each round, and we will show that with sufficiently large N, E[®(wy)] > 1 contradicting
®(wy) <1 forall t <N.

Recall that ®(w;) = Pprog(wi) — CrPyc(wy), the lower bound for increase in ®proq(wy)
is provided by dRIP condition on .4 and applicable input u. The upper bound for expected

increase in ®qc(wy) is provided by Lemma 5.6.2.
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Given the algorithm continues at round ¢ < N, consider choosing s; = nw; so that

w' = w; + nwe;, then the expected increase in @ is at least:

E[®(wit1) — ®(wy) | continue] = E[Pprog(wit1) — Pprog(wi)] — CTE[Rdc(wit1) — Pac(wy)]
> E[®prog(w') — Pprog(wi)] — CTE[@ge(w') — Pae(wy)]

= % En: nwiu? — Cr <IE [Pac(w')] — (I)dc(wt))
1=1

n n
> — —Cr-
— Ln " 2C Lnr
_

2Ln’

Given the algorithm stops after round ¢, E[®(wi4+1) — ®(w;) | stop] = 0. Overall:

E[®(wiy1) — P(wy)] = E[®(wi41) — ®(wy) | continue] - Pr[continue] + 0

> - Pr[continue] .

_n
2Ln

8Ln.

By choosing a sufficiently large N = .

> + — > -1+ — >
E[@(wN)] @(wo) " Pr[contlnue] 1 n 1,

contradicting ®(w;) < 1. This means each inner loop of the algorithm will terminate with
probability greater than % Finally, we boost the success probability to (1 — §) using the

outer loop with N’ = log, % iterations. [ |
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Lemma 5.6.2 provides a crucial bound used in the proof. Even though it achieves similar
result as Lemma 13 (Kelner et al.. 2023a) on the potential functions defined for vectors,

analyzing the potential function defined for matrices involves very different techniques.
Lemma 5.6.2 (Potential increase upper bound). Given w € R" s.t. ®4(w) < &, by
choosing a sufficiently large value for K, for w' = w + nw}e;, we have:

Ui

Eie[n} [(I)dc(w/)} < @ge(w) + 250 Lt

The assumption @ g.(w) < % 1s justified in the proof of Lemma 5.5.4.

Proof. First we introduce some notation:

llwlly

Denote @Op(w) = min”S”FSL”w“l (/L2 log [F(Gw — S)]), so that ®g.(w) = ¢0p(w) + 100

Let G* = " | wiu;A;, and by dRIP condition 5.2.3, we know 3(L, ﬁ)-norm—decomposi‘cion

of G* = S* + E*, where [|S*||z < L and ||E*||, < %ﬁ Let G = Y I, wju;A;, and
S = argmin ®.p(w) so that ®qp(w) = p?log[F(G — 9)], and let E = G — S. Let
G/ == Z?:l ’U);UZAZ

Using these notation and Y, ; w} = 1:

/ *
E [0 ()] = E |&y )+ W) Z g g, )4 120t 0w
ie[n][ ae(w)] i€n] p(w)jLZLCLr i€n) p(w) + ACLr
= E [q)op(w/)] + ||U)H1 4 n

i€ln] ACLr = 4CLnr
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We need to show E;cp[@ac(w)] < Pac(w) + 5ot = Pop(w) + ﬂgk + ser7» equivalently

) N < _n
E’Le[n] [(I)Op(w )} — QOP(U}) + 4CLTLT

Consider §' = S+ S*. We have |9l < IS/l gt} S* | < Lllwlly+mu? L = Ll
so " is a valid argument for ®op(w') = miny g, <rjw||, (,u2 log [F(G" — 9)] ), therefore
Dop(w') < p?log[F(G' — S")]. Let E' = G' — §' = G + nuwiuA; — S — quiS* = E + Z0)

where Z() = nw;u; A; —nw; S*. Using these and the concavity of the log function, we have

1 < 1 & :
Eicn [@op(w))] < = p?log[F(G' = 8)] = ~ > _ i’ log[F(E + 2)]
i=1 i=1

n

< 1% log [:L Z (F(E + Z(i)))

i=1

It suffices to show

n

12 log [711 Z (F(E + Z(i))>

=1

n 9 1 n
-_ 1 F E .
4C Lnr a og[ ( )]

= Q)Op(w> + 4CL nr
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Expanding the left hand side:

2
= p“log | — tre
p-log nE I exp

12 log —ZF (E+ 20)
i=1

1 & (ETE+Z<i>TZ<i>+ETZ<>+Z<> E)
112

1
< 1% log ﬁZtr

ETE ZOT 7)) 4 pTZ70) 4 7OT R
exp < 5 ) - exp

M )
=1
[ ETE DTz0) 4y ETz0 4 z0OT R
= M2 log |tr [exp < ) Zexp < + 2 +
: ETE ZOT 70 4 T 70 4 7z(OT g
< 12 log trexp( 5 > Zexp + i
L K =1 'u
1 & ZWTz0 L Tz 4 zOTE
= 12 log [F(E)] + 12 log - Z exp ( 2
=1 2

The first inequality uses Golden-Thompson Inequality (stated as Lemma 5.6.10), and the

second inequality follows from Lemma 5.6.3. Finally it suffices to show

I n

~ 4CLnr’
2

1 n

2

1 fE
p-log | — exp

i=1

(Z(i)Tz(i) + ETZ0 4 Z(i)TE>
2
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We will use the approximation exp(X) < I + X + X? for symmetric X with || X/, < 1.
The argument in the exponential satisfies this condition as justified in Claim 5.6.5. We

will also use log (1 + z) < z Va > 0.

1 & ZOT 70 L gT70 L 7zOT g
12 log - Zexp ( 5
i=1 K 2
DT 70) o pT 76 4 7T
< p*log *Z eXP( i " i
L 2
OTz0 y pTz0) 4 7zOTE gOT 70 4 pT 70 L 7T )2
< p*log ks 4 * i )
p? pt
2
[ 7T 7(i) 1 ETZz0 4 zOTR
< p’log | 1]y + ZT ;Z 2
L =1 2 i=1 2
N 1~ (20720 4 ET 70 4 70T B2
- 4
n =1 H 2
z) TZ 1 ~ETZO 4 2z0OTE
<u210g[||1\|2+ Z +|1=D 2
i=1 9 i=1 2
1 o= 2(Z207 72 1 z”: 2AETZ0 4 20T E)?
. 4 4
e H i H 9
2 lz": ZOT 7(0) iy 1~ ET29 4+ 207F
- n 4 2 n 4 2
=1 H 2 =1 K 2
1 = (ZOT zG))2 1 (ETZ0 4 ZzOTE)?
o n2< 2% Ly ETA 2T
i=1 2 = 2
1 n
_||= ()T Ty
_nZZ ZE TE
i=1 2
1 Z + 21 zn:(ETz(i) + ZOT )2
T — , Mng )
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These four terms are bounded by Claims 5.6.6, 5.6.7, 5.6.8 and 5.6.9 respectively, notice

that the second term dominates the first and the third, and the forth term dominates the

second. So finally we have:

1 ZWTZz0) 4 T 70 4 z(OT g
e v ;
n 7
=1 2
2
_(3x4 9L\ o
~\VCOK K ) nr
2
_ 9T
- K nr
1

= ﬁ%’wnh choice of K = 388C L3 = O(L3). u

Lemma 5.6.3. If 0 < A, then tr(AB) < tr(A) - | B,-

Proof. Since 0 5 A, A= Zj Ujuju;— with o; > 0.

tr(AB) = tr Z ajuju;—B

j

= Zaj tr(ujujTB)
J

= ZajujTBuj
J

<> ;- lIBl,
J

— tr(A) - || Bl .
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Lemma 5.6.4. (A+B)T(A+B) < 24T A+2B" B, and [(A+ B)T (A + B)]” < 8(AT4)2+

8(BTB)?.

Proof.

2ATA+2B"B—(A+B)'(A+B)=A"A+B'B-A"B-B'A
=(A-B) (A-B)

= 0.

[(A +B)T (A + B)] T (2474287 BY?
< 2[2(ATA)2 +212(BT B))?

< 8(ATA)? +8(B"B)*. |

The following claims were used in Lemma 5.6.2. Recall that A satisfies dRIP condition
5.2.3, u = A[V] € R™ for some V € RU*% satisfying ||V || € [3, 1], |V, < 2v2r, Z0) =

nw; (uiA; — S*), and $ge(w) < % by assumption of Lemma 5.6.2. We have the following:
e ||4;||, < p by the boundedness property of dRIP condition 5.2.3;
o [ui] = [(A0, V)] < [ il IV, < p2V3r < Ly/rp assuming 2v2 < L;
o [|S*]ly < IS*Np < L || EF|ly < %ﬁ by the decomposition property of dRIP condition;

o ||E|3 < ®op(w) < Pye(w) < & by Claim 5.6.1.



140

. )T i T A )T
Claim 5.6.5. HZ() Z()+EM2Z()+Z(> EH <1.
2

Proof.

2 %2
=N w;

HZ@TZ@
2

2

< 22w (uZQ G+ T g

2) (Lemma 5.6.4)
< 2772 *2(L2Tp4 +L2)

< An*w?L?rpt.

HET +Z’)TEH <2HET

2B, |29

= 2nw; || Elly - [lusAi = 575
< 2nw; || Elly - (Jual | Aslly + [15712)

(Lv/rp® + L)

2
< 2nw; JCr
LLp?

< 8nw; ——.
—’r]’L\/E

Putting them together:

Z7WT 70 y pT7z0) 4 7OT R
112

< & (|7,
112

ZELER

< Crlogd - (4n*wi?L?rp* + Snw;
_ 16VCL
- K

\/7)

< 1 with sufficiently large K. ]
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Claim 5.6.6. || 1L, 207200, < 2, 1.

Proof.

2

y

’(ulAz — S*)T(uzAl — S*)

n
2 %2
, = 2w
=1
n
<23 o) (u?
i=1

n
<20y (wiu?p® + wi L?)
=1

ﬁiHZmTzw
=1

S*TS*

Al A;

.+

1
<p—" (L 2 L2
- nKrp2logd( P+ L)

4L
< —.
~ Klogdr

412
< L
2~ Klogd nr

—

2§;i§;HZmTZm

l}:ZmTZm
n =1
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n

Claim 5.6.7. |1 i, 5770 4+ 20T E], < e -4

Proof.

1 § E'z0 L z0OTg
n
i=1

ET i AL i 70"
i=1 i=1

ET En: AL
=1 2

Zn: 7()

i=1

2 * *
=l Elly - InG™ = 05"l

2 2

IN
SEEN

IN

2
ZNE., -
= |l

2

2 *
—Elly-n £,

<
n
<22 n
—n J/Or Kyr
4

= —— .
VCOK nr
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Claim 5.6.8. % |1 37 (207 20)2, < O(m) o

Proof.

n

Z(Z( )T 7(0))2

=1

< 8Zn w*4( )‘(AZ-TAi)Q“Q v H(S*Ts*)2H2) (Lemma 5.6.4)

< 8n2n3w;2 w*2u4p4 + w*2L4)
1 [ n n
*2 4. 4 *2 14
S S e iogTa | 2 U 2 it

2 n 2
1 * 22 * 12
§8ﬁ-m <Zw ) (ZwiL)

=1

1
K3r3p6log3 d
__ 8 n
= K3r2p2logdd T

4
<0 R ,ﬂj
- K3r2p2log®d) r

<8 (p'L2 + L)

4
<0 (CL) A
- K3rp2log?d) nr
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Claim 5.6.9. % HLZ?ZI(ETz(i) + Z(z‘)TE)2H2 < 96L2 7

n K nr

Proof.

1< . .
E Z(ETZ(z) + Z(z)TE)Q
i=1

2

% < |20 27 e],

2

21
,un

=2 LS~ g m) |77 2
=1

8 B2 - 1 Zn: HZ(i)TZ(i)
w T

| A

4HETZ ) 7) EH

IA

IN

LI )
12 C Klogdnr
9

IN

(Claim 5.6.6)

(=
b‘
3

Lemma 5.6.10 (Golden-Thompson inequality (Thompson, 1965)). For two n xn Hermi-

tian matrices A and B:

tr (exp(A + B)) < tr (exp(A) exp(B)).

Proof of Lemma 5.5.6. Algorithm 5.3 has a nested for loop that’s repeated for N’ x N =
O(nlogdlog %rpQ) times. The major step in the loop is line 11: s; < argmax,cpg ;) (we +

se;), which is equivalent to argmingejg 1 Cr®op(w + se;) + 77 — su?. Recall that ®op(w) =

min (,uz log [F(Gy — S)]) where F(E) = trexp ( e

Note that p?log [F(E)] is
1S <Ll ) [F(E)]

convex in F.
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First we show that ®.,(w) is convex in w, i.e., given wi,wa, Pop (%(wl —i—wg)) <
3 (Pop(wr) + Pop(w2)).

Let w3 = %(wl +ws), and Gy, = >, (wg),uiA; for k =1,2,3. Suppose Si,S2 attain
the minimum for ®op(w1), Pop(ws) respectively, i.e., Pop(wi) = p?log [F(G1 — S1)] and
Dop(w2) = p?log [F (G — S2)].

Let S3 = %(Sl + S3). Notice that G5 = %(Gl + G3), so Gg — S3 = %(Gl — 51+ Gy — S9).

Since |55l < 315/l + 1920l ) < SLhwlly + wally) = Lljwsll;, S is a valid argument

for @, (w3), therefore

®op(w3) < p?log [F(Gs — Ss)]
< (/f log [F(G1 — S1)] + p* log [F(G2 — 52)]>

(Pop (w1) + Pop (w2)).

N~ N =

Line 11 is equivalent to minimizing Cr®q,(w + se;) + 77 — su2, which is convex in s for
a fixed w, over a bounded interval [0,7], so the minimization needs to evaluate ®qp(w +
se;) for O(polylog(d)) different values of s. Evaluating ®,, is also a minimization which
can be solved by computing SVD on G,, and evaluating F (G, — S) in time O(d¥) for

polylog(d) various constructions of S. Overall finding the optimal value of s takes time

O(d“-polylog(d)), and the algorithm’s total running time is O(nd* polylog (d) log $rp*). W
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5.6.3 Omitted Proofs: From wRIP to dRIP Condition

Here we show that the dRIP condition 5.2.3 is implied by the wRIP condition 5.2.2,
given proper choices of parameters within a constant factor. Notice that in the wRIP
condition, we have a low-rank constraint on the input matrix, i.e., rank(X) < r, and in
dRIP we have a norm constraint instead, i.e., ||V € [, 1],|V], < 2v2r. To make use
of the wRIP condition of A, we will decompose V' into low-rank matrices, so that wRIP
condition applies to each of the low-rank matrices. Though the rank of V is arbitrary, we
can still upper bound its numerical rank based on the norm constraint.

First we will introduce a low-rank decomposition, and an upper bound on the sum of
their Frobenius norms. This is the matrix version of the shelling-decomposition in Lemma

15 for vectors in (Kelner et al., 2023a).

2
_ v
V1%

Lemma 5.6.11 (Low-rank decomposition). Given V € R%*% with Rank, (V)
v, and let V = Zaiuiv; be its SVD with o; in descending order. Decompose V into sum
of rank-r matrices, i.e., write V = Zf:]f VO where VO = Zifzfl)rﬂ o, . Then we

have 35 [[VO| o < VEIV -

Proof. Note that V() is the rank-r approximation of V, and Vs are constructed using

disjoint singular values and vectors in groups of size r, and are orthogonal to each other.
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Denote o; (V(z)) as the i largest singular value of V(©).

HV(ZH)HF <\r-oy (V(e+1)) <\r-o, (V(z)> < - .
1

> [vel, <y > vl < o Zki [vo] =¥ wi..

(=2 =1

174 2
|’|‘V|||’* Z V(K)H \/>”V||F u
F (=

Now we are ready to prove Lemma 5.5.1, which states that wRIP implies dRIP condi-
tion. The proof uses similar techniques as in the second part of Lemma 17 (Kelner et al.,

2023a) for vector recovery.

Proof of Lemma 5.5.1.
Boundedness property: satisfied by assumption || 4;], < p Vi.
Isometry property: Consider V € R1*% st V|| € [1,1] and |V, < 2v2r. Need to

show 4 7 < S w! “(A;, V)2 <

IvIz

Let L = 25L/, K > 1 and r = 3
Vilz

v = Rank, (V) =

m- < 128r. By Lemma
5.6.11, decompose V into rank-r’ matrices so that we can apply the (r/, L’)-wRIP property

of A.

k
) v 1
%HV | < \f WVir < 5o Vie < muvup
V- iv(@
=2

Vg > ||V

I, -

k
> VI -3 [0, = 51V
(=2



Let B; = /w}A;, so that S0 wi(A;, V)2 = S0 (B;, V)2 = |0, (Bi, Vel

Lower bound:

n

k
Z (B;, Vei| > (B;, VWye, Z
=1 2 =1 2 i= 1 = 2
n k n
> Bl,V - Z B;, v\
2 t=21li=1 2

i nBZ,V>
SyERyr Zi\/ na

09 0.1
= Vlp = VI - IVIg

- \/ L
4.5 0 02
= — .||V — 174

V7 > 248 >

Taking the square: X7 w}(A;, V)2 > 448 oL

=

148
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Upper bound:

IN

2

2

D (Bi,V)e
i=1

S@'HV‘”Hﬁi@'HV(@HF
=2

0.1@
<VL ||V + Vg
VL 0.02
:?'HVHF N7 Vg

Taking the square: Y 1, wi(A;, V)? < %-HVHQF—G—O‘?Q-HVHQF—G—O.OOSHVH% < LHVH% <L.

Combining the lower bound and upper bound: % <3 wi(A;, V)2
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Decomposition property: Let S = G,/, the rank-r" approximation of G = > i, wj (A;, V) A;.

Let E =G — S. Suffices to show ||S|| < L and ||E||, < +~. We have

Ky
1S3 = (S8, 8) = (G, 8) = O wi{A;, V)A;, 8) = O (B, V)B:,S) = (B;, V)(B;, S)
=1 =1 =1

= _(Bi,V)ei,»_(Bj,S)e;)

i=1 j=1
<IN B Ved|| > (B, She

i=1 2 =1 2

= Zn:<Bi7V>2' i(Bi,S)Q

\ i=1 i=1
= zn:wﬂAuV)?‘ y w; (Ai, §)°

\ i=1 i=1

<VL-VL-|S||»

L
< ZISl

. L
which implies ||S]|, < %

< L, and consequently,

VBl = 0vs (C) < om(@) o) <y WSlp o B _ L 1
2o m T I = T s 400v2LK KT

5.7 Conclusion and Future Work

In this paper, we pose and study the matrix sensing problem in a natural semi-random

model. We relax the standard RIP assumption on the input sensing matrices to a much
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weaker condition where an unknown subset of the sensing matrices satisfies RIP while the
rest are arbitrary.

For this semi-random matrix sensing problem, existing non-convex objectives can have
bad local optima. In this work, we employ an iterative reweighting approach using a
weight oracle to overcome the influence of the semi-random input. Our solution is inspired
by previous work on semi-random sparse vector recovery, where we exploit the structural
similarities between linear regression on sparse vectors and matrix sensing on low-rank
matrices.

Looking forward, we believe our approach can serve as a starting point for designing
more efficient and robust algorithms for matrix sensing, as well as for other low-rank matrix

and sparse vector problems in the semi-random model.
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